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Abstract

This research investigates the possibilities of a system for shared control suggested
by Poncela and others in 2009 [22]. They propose to continuously share control be-
tween two agents by weighting their motion commands with the locally computed
efficiencies of those motion commands. From earlier literature, four important
properties for shared control are extracted. The system for shared control presented
here supports three of those properties: it supports the different capabilities of the
agents, adjusts to the performance of the agents and creates a seamless integration
of the motion commands.

To explore these properties an experiment is conducted with a robotic ball
called Sphero. This proves to be a simple and low-cost environment for research
on shared control in path navigation. In the conducted experiment the system
decreases the length of a path, driven with the robotic ball Sphero, with 29.6% (p <
0.001), the duration of a path with 20.0% (p < 0.05) and increases the efficiencies
of the actual given command with 11.4% (p < 0.001). These results indicate that
this system is indeed capable of increasing the performance of a human agent by
sharing control with an intelligent system.

Keywords: shared control, shared autonomy, Sphero, autonomous robot, hu-
man operator.



Chapter 1

Introduction

In the last decades the field of Artificial Intelligence has made a lot of progress in
decision making under uncertainty. This resulted among others in an improvement
of the performance of autonomous robotic systems. These autonomous robots
have to find their own way in unstructured, unpredictable and sometimes hostile
environments. Autonomous robots are getting better in making our life easier by
autonomously performing dangerous, dull or dirty tasks. But, as explained in the
next section, they are still not reliable enough.

1.1 Disadvantages of computers and humans in con-
trolling mobile robots

The variability of a mobile robot environment makes the control of a mobile robot
difficult and complicated [2]. Unlike static robots, mobile robots can change their
own position in the environment. As explained in the following paragraphs, both
computers and humans have disadvantages in controlling such mobile robots.

Intelligent computer systems (IS) that control autonomous robots have, in
general, too little general knowledge about the environment. Also, the reasoning
of an IS is hard to specify for unpredictable situations. Although, the mobile robot
should not harm the environment [1], autonomous robots cannot guarantee this
level of safety [4]. Due to this deficiencies, an IS is not sufficient enough for
reliable control of mobile robots.

Humans can also operate mobile robots from a distance, a process that is called
teleoperation. Human operators are intelligent decision makers, but they also
have their downsides. Most of the times, human operators cannot be presented
with contextual or complete information about the environment of the mobile
robot. Mobile robots frequently show the human operator a limited view of the
environment. Consequently, for complex robots or environments, human operators
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cannot oversee all the possibilities and dangers, and in such situations they are less
capable of making the right decisions. A possible high workload also decreases
the opportunity fo a human operator to make the best decision [2].

The ultimate risk for human operators and IS agents is that the mobile robot
gets damaged, and maybe unable to continue its mission, due to their erroneous
command. In the case of expensive robots there is too much at stake to let only
one agent control the robot. Consequently, a single agent is not reliable enough to
control a mobile robot.

1.2 Sharing control
As illustrated above, both a IS and humans have disadvantages in controlling
mobile robots. The IS cannot perform as well as humans on a lot of complicated
cognitive tasks. On the other hand, human operators cannot be as precise and
consistent as autonomous robots when the workload increases. Perhaps there could
be a way wherein the human could assist the IS and vice versa. It could be used
to [2, 22, 28, 29]:

• Reduce the disadvantages of agents.
• Boost the performance of a mobile robot.
• Make mobile robots more reliable.
• Relieve the human from the burden of direct control.

The research fields of Shared Control and Human-Robot Collaboration (HRC)
are concerned with the possibilities of cooperation between IS and human agents.
These fields offers a compelling opportunity to combine human intelligence and
computer efficiency [6]. Shared control between agents is defined as follows:

Definition 1. Shared control is the process where human agents and intelligent
systems cooperate to achieve a common goal [29].

But the achievement of shared control is difficult. Typically, human operators
who are responsible for the mobile robot always want to be in control over a mobile
robot, even when most tasks can be delegated to autonomous agents [19]. Notwith-
standing that sharing of control can reduce the workload for human operators [26].
Hence, there is a trade-off between minimal human input and maximum feeling
of control. This consideration is important for small domestic robots but also for
expensive military- or company-robots and makes the acquisition of shared control
hard.
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1.3 Applications of Shared Control
Since robots are not exclusively used in experimental or manufacturing environ-
ments, but also in more complex environments with humans such as homes, offices
and hospitals the range of applications is wide. Already humans work together
with robots in elderly care and urban search & rescue [20]. Other possible appli-
cations for HRC are in health care, construction, tour guiding, home service and
entertainment [4]. In the future, collaborating with robots will be even more part
of our every-day life.

A specific application that shows the need for shared control is concerned with
automatic wheelchair control. Automatic wheelchairs are used by users with a
physical or cognitive disability. Most of the time, they are not capable of safely
navigating themselves through corridors and along obstacles. These people could
benefit if their wheelchairs were safer due to the sharing of control with an IS.

A prominent example of shared control in automatic wheelchair control is the
use of Brain Computer Interfacing (BCI) [10]. The automated comprehension
of intentions from brain signals, to control a automatic wheelchair, is hard and
extracted intentions are not always what the user wants [15]. For this purpose
a framework is needed that allows the user to navigate freely while preventing
the automatic wheelchair for safety hazards like bumping into obstacles. Shared
control could increase the performance of automatic wheelchair drivers while
guarding the safety of the vehicle and driver [29].

Another application is the control of multiple robots at the same time. In
the American military mobile robots are developed to perform reconnaissance,
surveillance and target acquisition. These tasks typically require human resources,
however not all the time [9]. A shared control system can relieve the human
operator from the burden of continuously controlling or supervising a single robot
and thereby enabling him to control multiple robots at the same time.

1.4 Approach
There already have been research to specific implementations of shared control. A
major trend until now is concerned with adjustable autonomy that allows agents to
adjust their level of autonomy1. However, these approaches have a discrete nature,
the number of levels is fixed. Recently, research focussed on a more continuous
sharing of control wherein humans and computers are both fully autonomous and
contribute to the robots behaviour at the same time. This delivered some promising
results for intelligent wheelchairs [21, 28, 29], other mobility aids for elderly [30],
joystick driven four-wheel robots [22] and simulated tele-operation [17].

1See Section 2.3.1 for more information about adjusting levels of autonomy.
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Figure 1.1: The path that Sphero should travel in the research environment.

The research pursued in this thesis aims to learn more about continuous shared
control for robots by applying a specific system on a robotic ball called Sphero (see
Appendix C.1 for an image of Sphero). The specific system is proposed by Poncela
and others in 2009 [22]. They propose to combine two commands of different
agents continuously with respect to the efficiency of the those commands. The first
research question will be:

RQ1: How well does the system of Poncela and others increase the
performance of agents controlling Sphero?

Sphero is used because it is a cheap (±130$) toy that can easily be controlled
with a mobile phone or computer via Bluetooth. It is used to create a research
environment for shared control. Sphero should drive a circular path along three
markers, as can be seen in Figure 1.1. The robotic ball is controlled by a human,
who gives command using a tablet, and a IS which commands are based on a video
stream of the environment. The system of Poncela and others is applied to generate
continuous shared commands.

In contrast to traditional research environment, such as automatic wheelchair
control, this environment is low-cost, because no expensive equipment is needed.
Also, participants can learn fast how to control Sphero, something that is not
possible with more complicated robots. The second research question is concerned
with this new promising research environment:
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RQ2: To which extend is the control of Sphero a suitable research
environment for shared control?

The research questions are explained in more detail in Section 2.6.

1.5 Outline of thesis
The thesis will have the following outline. In Chapter 2 will be explained which
desired properties are emphasized in earlier work on shared control. These desired
properties are used at the end of Chapter 2 to evaluate the system for continuous
shared control as described by Poncela and others. In Chapter 3 the experiment
and used methods for this research will be explained and in Chapter 4 the results
of that will be shown. In Chapter 5 the results will be discussed and from this
conclusions will be drawn.
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Chapter 2

Background

Since robots are becoming more complex, research is focussing on how humans
can better collaborate with robots. In the beginning, the human was the supervisory
agent that gave commands to the robot. But since the robots are becoming more
complex simple commands are unsatisfactory because the possibilities of a robot
are overwhelming.

A first approach to solve this problem was to let a IS control the robot and
deal with the details of execution, while the human makes more global decisions.
An example of such a system is proposed by Connell and Viola in 1990 [8]. A
series of behaviours such as Approach, Trek, Retreat and Align could be used
instead of commands. The user does not have to give direct motor commands
but rather selects a behaviour that the IS executes. For safety reasons there is a
hierarchy in the behaviours which enables more important behaviours, such as
collision prevention, to override other behaviours. Also the human agent could still
override the commands of the IS with its own commands. This system allows the
agents to think on a tasks level while also being able to prevent unsafe situation
with direct commands. Though this system has some advantages, it is far from
ideal for a robust, fast and intense collaboration between multiple agents.

In the last decades there have been several other attempts to share control
between a human and computer agents. Several authors emphasize different
desirable properties for shared control, with associated different names. Some of
the attempts are: mutual initiative [7], cooperative control [8], traded control [18],
adjustable autonomy [13,14,24,25,31], collaborative control [6,9], adaptive shared
control [30] and lately just shared control [21, 22, 28].

In this chapter, four desired properties will be summarized: the different
capabilities of agents, mutual understand for each others state and environment,
adjusting to the current needs of other agents and the continuity of shared control.
Eventually the approach of Poncela and others will be evaluated by these desired
properties. After that the research questions will be further elaborated.
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2.1 Different capabilities and equality of agents
Different agents have different capabilities. By cooperating with other agents the
downsides of an individual agent can be decreased while the advantages of other
agents can be amplified. In this section it is argued that human and IS agents have
different capabilities and by enabling them to take initiative and intervene decisions
of other agents the mobile robot is made more resilient.

2.1.1 Capabilities of agents
On the one hand, computers are increasingly fast and accurate, this allows them to
make fast and precise decisions. In addition, if operation is at a distance the IS that
controls an autonomous robot often makes a better judgement of the environment
than humans do [7]. But, the current technology does not allow the creation of
efficient fully autonomous agents [13, 31].

On the other hand, humans are not that fast, especially not when their decisions
need to be transferred through the mobile robot with a joystick or BCI device,
and their commands are not precise either. But their decision making process is
more reliable, in the way that they can justify their actions, and they have better
capabilities in a wide range of unpredictable possible situations [31].

Three levels of capabilities of agents can be distinguished: [31]:

• The capability of an agent to accomplish its task.
• The capability of an agent to decide how to accomplish its task.
• The capability of an agent to define a plan of actions.

The capability of an agent to do something is defined as the skill, capacity
and prescription of an agent to do that particular thing. Skill means that the agent
has the necessary technologies that it can use. This includes the efficiency and
reliability of an agent, because sometimes a technology only allows the agent to
give a near-optimal solution or a solution with a certain probability. Capacity
refers to the environment the agent is currently in and whether or not this prevents
the agent to use the skill. The prescription of an agent determines if the agent is
allowed to use a skill. As an example, an agent may have the technology to dig a
hole with a radius of 2 metres, it is also in a position where this is possible, but
its prescription prevents it from digging a hole because it is not allowed to dig a
hole of two metres in its parents backyard. On another level, an agent may have
the technology to define a plan of actions, but is not capable of doing so because
there is not enough computational power.
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2.1.2 The use of capabilities
In shared control both human and IS agents should be enabled to use their capabili-
ties to prevent the mobile robot from major mishaps. To do this agents should take
initiative in a task when their capabilities are best suited for the job. The agents
should also use their capabilities to intervene other agents at all times when they
foresee a problem [7]. To prepare both agents for such initiatives and interventions,
they must:

• Be equal [18]. Being equal means that all agents can intervene the current
actions that are taken. Not only can humans intervene decisions that are made
by computers but also computers can intervene human decisions. Nowadays,
agents are not equal. Rather a human supervisory control schema is used
to control mobile robots. In this schema the robot supplies information to
augment the human cognition [7].

• Understand and predict each others performance [4, 6]. This is discussed in
Section 2.2.

• Remain aware of the current situation and the other agents state [16, 18].
Along with the understanding and prediction of each others performance,
this is discussed in Section 2.2.

The goal for a mobile robot is to be resilient, that is defined as “the intrinsic
ability (. . . ) to adjust its functioning prior to, during, or following changes and
disturbances, so that it can sustain required operations under both expected and un-
expected conditions.” [16]. Teaming between humans and computers can increase
the level of resilience by using the unique capabilities of each agent.

2.2 Mutual understanding
This section argues that mutual understanding for the goals, plans and actions of
other agents, is important for efficient collaboration (Section 2.2.1). To collaborate
agents should be able to predict the intentions of other agents [4, 6] and assist
other agents if necessary or ask for assistance of others (Section 2.2.2). Also the
understanding for the current environment of other agents is important (Section
2.2.3).

2.2.1 Shared goal, plan and actions
A team is defined as a small number of agents with supplementary capabilities
that are committed to a shared goal. Effective teams share their intentions and
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inform each other about the current situation [7]. The first step of collaboration is
to agree on the shared goal, without a shared goal collaboration is useless. In most
collaborative control systems the goal is determined by the human agent, however
this can change in the future.

To work efficiently together, a shared plan between all agents to reach the goal
is required. This is important because different agents can make different plans to
reach the same goal. In human-robot teams it is often the task of a IS to estimate
the intended plan of a human and to assist the human agent properly [7]. However,
an IS can also make plans, an early example of a system for robot control that
separates the general intelligence for planning into several levels of cognition is
developed by Kortenkamp and others in 1997 [18]. The system consists of three
interacting layers - the skill manager, a sequencer and the deliberative planner -
to arrange a plan for a goal, divide it into subtask and subsequently execute these
subtasks. This approach creates a flexible, robust and tractable way that could
increase the involvement of the IS in the shared planning process.

With the shared plan actions can and executed that satisfy all agents in the
team. Also, the shared goal and plan allows the agents of a team to anticipate
which information is needed by other agents [4]. This is discussed in the following
section.

2.2.2 Predict intentions
To understand and predict each others actions it is important that the human has
a theory of behaviour for the IS [7]. This allows the human to understand what
actions the IS will take, in order to follow the plan and in response to the current
environment of the mobile robot. If this happens the human feels like (s)he is
physically near the mobile robot and doing the task directly, something that is
called high situational awareness or sometimes transparency [17].

Often in human-robot teams, there is a lack of understanding the decisions of
the IS from the human perspective, which results in a bad theory of behaviour of the
IS. For example in the case of teleoperation there is often a lack of understanding
of the state of the IS. This is because it is difficult for humans to build a mental
model of a remote location [9] because the human receives a narrow view on the
environment of the mobile robot. The estimation of a distance or angle based on a
camera feed is hard and the humans theory of behaviour of an the IS suffers from
this lack of information. But despite this high operator workload, communication
constraints and poor visibility, camera feeds remain the primary mean of providing
situational awareness.

Humans need a theory of behaviour for the other agents, but IS agents also
should also have a theory of human behaviour. This does not mean that an IS should
fathom the human mental model but it is rather a learned expectation developed
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through practical experience [7]. This could be as simple as an average of the
past period but also as complex as a machine cognition of the human needs while
encountering for workload, arousal and degraded performance. The creation and
use of the human mental model is very difficult and it may require the human to be
augmented with instrumentation to provide information for the IS.

The theories of behaviour give the agents the unique capability to assist each
other but also ask for assistance in situation that requires intervention from another
agent [18]. This gives rise to a dynamic switching of influence of agents. This
subject is treated in Section 2.3.1.

2.2.3 Situational awareness
The lack of situational awareness is a known cause of frustration in humans while
operating a mobile robot. Because the human cannot understand the current state
of the robot, (s)he is also not able to understand why the robot is not following
the given commands. This frustration can lead to the generation of even worse
commands. In the case of, automatic wheelchairs frustration could lead to a
decreased sense of mobility while it is precisely the point of automatic wheelchairs
to increase the sense of mobility [28].

Besides frustration, a lack of situational awareness can prohibit the agents to
understand the actions of other agents. To prevent this, continuously monitoring
actions of other agents is necessary because then an agent knowns the current
state of other agents and the mobile robot. This is important for each agent in
order to be capable of resuming or intervening the current operations of the other
agents [4, 18].

2.3 Adjust to needs
In the next section four stages of sharing control are explained and discussed. In
section 2.3.2 a comparison between human-robot teams and strictly human teams
is made to illustrate adjustable autonomy.

2.3.1 Adjusting the level of autonomy
Based on what the agents know about each other they can assist or ask for help.
Several frameworks in which the need for assistance can be controlled are proposed
and most of them let either the human agent [13] or both agents modify the
level of autonomy. Often a distinction between four levels of autonomy is made
[7, 13, 18, 19]:
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• In teleoperation mode the human agent must manually control all mobile
robot movement. In this mode there is no influence of the IS on any level.
This level can tolerate no neglect of the human agent.

• In safe mode the human agent also controls all the robot movement manually
but the IS prevents the human operator from colliding with obstacles. The
IS functions as a safeguard layer around the actions of the human agent.
This level can tolerate few neglect of the human agent; nothing dangerous
will happen but neither any progression is made when the human operator
neglects the robot.

• In shared mode the IS takes over the direct control of the human agent. The
IS takes initiative to use its own navigation algorithm to find a path based on
the directions of the human agent. Depending on the implementation the IS
accepts the interventions of the human operator or the human agent and IS
work on independently on separate tasks while reporting to each other. This
level can compensate for a lot of human agent neglect.

• In autonomous mode the IS is responsible for the all the actions of the mobile
robot. Often it consists of several high-level tasks for the IS such as wall-
following, area-search or building a map. Depending on the implementation,
the human agent can intervene the IS at the task level [18] or not at all [13].
This level can tolerate a high level of neglect from the human agent.

These modes describe the influence and responsibilities of agents in a team.
The key to these levels is that agents can dynamically adjust the level of autonomy
based on the current situation, their capabilities [18, 24] and the capabilities of
other agents [31].

Figure 2.1 shows the trade-off between the performance of the system and the
neglect by the human agent for the different levels of autonomy [13]. The amount
of neglect is, among others, related to the human workload, time delays between
robot and human operator and tiredness. For a dull task the IS can take over the
control in the autonomous mode to prevent fatigue of the human agent. When the
current workload of the human agent is high the level can be set to shared control
to unburden the human agent from simple tasks. A high workload of the human
agent means lower capacity to give input to the system and as a consequence the
system should compensate for this neglect. In other situations where the human
agent has its own plan, but it does not know the environment well, the safe mode
helps the human agent to navigate safely. If a task is too complicated or special for
a IS, the teleoperation mode can be used to enable the human agent to control the
mobile robot entirely.
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Figure 2.1: Effect of human neglect in various levels of autonomy [13].

2.3.2 Comparison with human teams
Adjusting the level of autonomy can be compared with what happens in human
teams. Members of human teams do not have static roles but their roles change
dynamically to optimally use the capabilities of members to meet unforeseen
challenges. Many members of human teams end up playing roles that are different
from their first role in a team that gained them admission into the group [6]. This
switching of roles to cope with new problems makes a team flexible and in case of
human-robot teams it makes them resilient.

However, nowadays the division of labour in robot-human teams is static. The
robot is used as a tool by the human agents and there are few adjustments in
responsibilities. This switching in the level of autonomy can compensate for the
limitations of both agents. A system that can adjust to the current capabilities of
agents and the demanding tasks can improve robot performance [6].

But switching between a number of predefined states has some disadvantages.
When the level of control changes from one to another agent, sudden changes in the
mobile robots actions can occur. The next section will discuss why it is important
that the level of control changes continuously.

2.4 Continuous sharing
Most approaches to shared control use some kind of discrete intervention to swap
the control from one agent to the other [22]. These interventions can be initiated by
a human request, hazard detection by the IS or by some more complex algorithm
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in the shared control system. But, this discrete swapping of control has three
disadvantages:

1. When control is switched from one agent to another, there also can be a
abrupt change of direction in the motion command that is sent to the robot.
This happens when the agents that share control have different perspectives
on the direction to take.

2. Both agents can suddenly lose their influence on the robot when other agents
decide to take over the command. Unfinished plans of the injured agent can
cause frustration and may disrupt the well going collaboration.

3. The amount of options in the user interface increases as the human operator
should be able to select the level of autonomy. But, to relieve the human
operator from a high workload, fewer options in the user interface are desired.

A more continuous sharing of control could avert the first two disadvantages and
should be used when sharing control [1, 18, 21, 22, 28, 29].

2.4.1 System for shared control by Aigner and McCarragher
In 2000, Aigner and McCarragher [2] have created a system that enables humans
to interact, simultaneously, continuously and discretely with autonomous robots.
The system allows the human agents to input continuous signals, such as a steering
direction, and discrete signals, such as a stop order. Especially interesting is that it
can combine continuous velocity commands of a human agent and an IS, with the
so-called Continuous Time System. The combination of the two commands is just
a simple addition but it shows how multiple agents can work together in real-time.

2.4.2 System for shared control by Poncela and others
From 2009 on, Poncela and others [22, 28, 29] propose a similar system for the
sharing of control. This system will be the main topic of the research done in this
thesis. The system focusses on continuous collaboration between two agents to
achieve a better performance. In earlier research the responsibilities of control were
discretely divided between agents. But in this approach two agents simultaneously
provide a motion command for each time frame. The system also incorporates the
performance of the human agent and IS in the combination of the two commands.

Shared control, in the system of Poncela and others, is achieved by deriving
a shared motion command from the separate motion commands of the agents.
Motion commands can be gathered in multiple ways (for example joysticks, pads,
voice, BCI interfaces or from algorithms) but in any case they should be converted
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to a vector representation. A standard representation of 2D vectors is (r,φ) where
r is the length of the vector, and φ the angle with the positive x-axis.

The outputted shared motion command vS is a weighted average of the human
agent motion command vH and IS motion command vIS:

vS = (1− kH)∗ηIS ∗ vIS + kH ∗ηH ∗ vH (2.1)

As can be seen in Equation 2.1 the motion commands are weighted by two con-
stants:

• The constant kH allows a global increase or decrease of the human contribu-
tion to the shared command. The human motion command is multiplied by
kH while the IS motion command is multiplied by opposite (1− kH).

• The efficiency ηx ensures that efficient commands have a bigger influence
on the outputted shared motion command. To measure the efficiency of a
command, global measures of efficiency, such as the length of a path or
the duration, are not sufficient because they measure the performance of
an agent at the end of each task. Instead, the efficiency should be specific
to the performance of a single command and available at the same time as
the commands is received. For this reason a local measure of efficiency is
needed.

To locally measure the efficiency of the motion commands, three specific
measures are used: smoothness, directness and safety. The efficiency of a command
is the average of the those three specific efficiencies.

• Smoothness expresses the size of the deviation between the current direction
of the robot and the direction of the motion command (see figure 2.2). In the
Equation (2.2), αdi f is the difference between the current direction and the
direction of the motion command. This is multiplied by a constant Csm. Note
that the result of the equation e−x will be from zero to one for x ∈ [0,∞), as
can be seen in the graph of this equation in Appendix A.1.

ηsm = e(−Csm∗αdi f ) (2.2)

• Directness expresses how well the motion command is directed to the current
goal (see figure 2.3). In equation (2.3), αdest is the difference between the
heading of the command and the current goal. After its is multiplied by Cdir
it is scaled between minus one and one.

ηdir = e−Cdir∗(αdest) (2.3)
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Figure 2.2: Smoothness is based on the deviation αdi f between the current
direction and the heading of the command.

Figure 2.3: Directness is based on the deviation αdest between the direction
to the goal and the heading of the command.

Figure 2.4: Safety is based on the deviation αmin between the direction to the
closest obstacle and the heading of the command.
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• Safety expresses how well the motion command is aimed away from the
closest obstacle (see figure 2.4). Consequently, when the motion command
is not aimed at the closest obstacle the safety measure is high. In equation
(2.4) the difference between the heading of the command and the direction
to the closest obstacle is expressed by αmin. Once it is multiplied by a
constant Cs f and scaled between zero and one, it expressed how well the
motion command is aimed at the closest obstacle. However, to get the safety
efficiency, this number is subtracted from one, and it expresses how well the
motion command is aimed away from the closest obstacle.

ηs f = 1− e−Cs f ∗(αmin) (2.4)

To summarize, the three specific efficiencies are all a difference between the
direction of the motion command given by an agent and a preferred direction. This
allows the system to continuously monitor the efficiencies of the commands given
by the agents.

2.4.3 Results of earlier experiments with a continuous shared
control system

The proposed system of Poncela and others is tested with thirteen participants
in [22]. The participants have driven a Pioneer AT robot along obstacles and
through corridors. The performance of the participants, on several driving tasks,
are compared to the performance of the shared control system. In the latter
condition the human and IS have equal influence because the influence of humans
kH is set to 0.5. It is reported that the system improved the performance of the
human agent and the performance of the IS.

Another experiment is conducted with thirty participants with changing physi-
cal and mental disabilities [29]. The participants are automatic wheelchair drivers
and their motion commands received with a joystick that is mounted on an auto-
matic wheelchair. The motion command of the IS is the output of a reactive system
that used several range sensors on the automatic wheelchair as input. The reactive
system includes three components: A safeguard layer to stop the wheelchair in
case of imminent danger. A reactive layer to drive directly to the next subgoal
and a deliberative layer that can plan a path to the final goal and thereby finding
subgoals.

The reactive system is very simple but, in all cases the performance of the
participants increases when they shared control with an IS. The efficiencies (see
Section 2.4.2) of the given commands increased with ± 19%. In almost every
case the performance of the IS also increases. It is documented that the human
agents assist the reactive IS in avoiding local traps, a well documented drawback
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of reactive systems. The shared control system also assists human agents in driving
a smooth path along a wall, where normally oscillations in the path occur.

The final experiment with eighteen participants in automatic wheelchairs [28]
has also good results. The system provides continuously shared control which
resulted in an increased smoothness, directness and safety of the followed path.
But more amazingly, it compensates the problems of the differently disabled users.
Overall, the results show that the proposed system for shared control improved the
performance on several tasks and is very promising. The average efficiency of the
commands improved with 6%.

2.5 Qualitative evaluation of the system for shared
control by Poncela and others

To evaluate the system of Poncela and others, the properties of the system are
compared to the desired properties that were derived from the literature in Sections
2.1 - 2.4.

The proposed system for continuous shared control makes use of the different
capabilities the agents have. Especially, the capability to achieve a task is according
to the system. This is because the motion command, which is the uttering of the
capability of an agent to achieve a task, is constantly weighted by its efficiency.
This causes the most efficient agent, and thereby the agent that is most capable of
achieving the task, to have the most influence. The proposed system has no bias
to a specific type of agent, they are considered as equal agents. The capability
of an agent to decide how to achieve a task and plan actions are implicitly taken
into account because they influence the agents motion command. However, these
capabilities should be used more explicitly to decide on the efficiency of an agent.

There are no additional measures to increase the mutual understanding of both
agents in the proposed system. There is no shared creation of a goal because it is
assumed that both agents have the same goal. A shared plan to work efficiently
together is neither presented in the system. A shared action is created but for the
two agents there is no tendency to have similar commands. However, it is suggested
that the same idea, of continuously sharing control weighted by efficiencies, could
also be applicable to the creation of a shared plan but there is no implementation
given [22]. Another deficiency is the lack of support for either of the agents to
understand the actions of the other.

On the positive side, the agents are forced to update their model of the situation
continuously, this improves the situational awareness of the agents. But the system
does not provide any additional clues, such as haptic feedback [17], for both
agents to understand the environment. Overall there is a poor support for mutual
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understanding in the proposed system, this could lead to frustration of the human
agent.

The proposed system provide a means for adjusting to the needs of agents.
The level of autonomy can be differentiated between teleoperation, shared mode,
autonomous mode and all shades in between on the level of direct control of the
mobile robot. On this level of direct control, the system adjusts the control mode
based on the current performance of each agent and environment. Depending on
the IS implementation the system can handle a lot of human neglect. The system
adjusts to needs of agents in the way that bad performing agents are supported by
the better performing agents which get more influence. But there is no explicit
exchange of needs; agents cannot ask for assistance or offer help to other agents.
Also, there is neither a shared creation of plans, nor there is a divided responsibility
for planning and execution of tasks. Summarizing, the system adjusts to the needs
of agents, but this should happen more explicitly.

The system is created with the aim to have a continuous sharing of control.
Indeed, as explained in Section 2.4.2, the system provides a seamless integration
of two motion commands. There are no control swaps since kH , which determines
the human influence, is constant and the efficiencies are changing gradually.

2.6 Formalization of the problem
As can be seen in Section 2.5 the proposed system of Poncela and others makes
use of the different capabilities of agents, adjusts implicitly the level of influence
of agents to their current needs and it does this continuously. However, it does
not help the agents to understand each other more. These properties and previous
results (see Section 2.4.3 for previous results) from earlier experiments with the
proposed system, are promising.

However, the previous research is only done in two specific domains. In
the experiments with automatic wheelchairs all the participants are trained users
of automatic wheelchairs. The question arises whether the proposed system is
generalizable to other domains of mobile robots. As a first attempt, this research
focuses on the implementation of a system with Sphero, which is different from all
earlier implementations because Sphero is a robotic ball. The associated research
question is:

RQ1: How well does the system of Poncela and others increase the
performance of agents controlling Sphero?

The increase of performance will be measured with two global measures of per-
formance: the duration of a lap driven with Sphero and the length of the lap.
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Furthermore, the average of the specific efficiencies will be used to evaluate the
performance of the system. More on this topic can be read in Section 3.2.

Because Sphero is never been used before in shared control experiments this is
a new way of performing research on shared control. Most research in the domain
of shared control is done with expensive and complex robots. Instead, Sphero
offers an cheap and simple environment, something that could be useful for further
research. This raises the second research question:

RQ2: To which extend is the control of Sphero a suitable research
environment for shared control?
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Chapter 3

Methods

In this research an experiment was conducted to answer the research questions.
The answer to the first question should been found in the data that comes from the
experiment. The answer to the second question appeared while performing the
experiment.

The robotic ball Sphero (see Appendix C.1) was used in this experiment.
Sphero is made of an opaque polycarbonate shell, has a size of about 7 centimetres,
weights about 170 grams, can be controlled remotely through Bluetooth with a
range of approximately 20 metres and reaches speeds of around 1 meter per second.
The users are able to roll the ball in any direction they want. The mobile robot is
able to light the shell into several colours with its internal multi-colered LED’s.
Just as the LED’s all the motors and sensors are positioned inside the polycarbonate
shell.

In this chapter the setup of the conducted experiment will be described in
Section 3.1. In Section 3.2 the measures that were used to evaluate the performance
of a participant are explained. The design and analysis of the results from the
experiment are in Section 3.3. Finally, the software used to conduct the experiment
is described in Section 3.4.

3.1 Experiment
The experiment was used to determine the effect of the theory of Poncela et al. [22]
on the driving performance. This experiment answered the question if the proposed
way of shared control could improve the performance of participants in controlling
Sphero.

20



Duration Content
1 5 min Sphero test drive and explanation of task
2 7.5 min Experimental run 1
3 1 min Environment change
4 7.5 min Experimental run 2
5 5 min Post-test questionnaire

Table 3.1: Experiment design

3.1.1 Phases in the experiment
The experiment consisted of five phases as can be seen in Table 3.1. In the first
phase, the participants were introduced to Sphero and the task was explained.
They received a tablet that could be used to control Sphero. Participants were told
to drive Sphero in a circle that was marked in the environment with three white
markers. The completion of a single circle was called a lap. As can be seen in
Figure 3.1, a map of the markers in the environment was also presented to the
participants in the user interface of the tablet. It was explained that the Sphero
could be controlled by tilting the tablet, and that the direction of the tilt was the
same as the direction that Sphero would move in. When the participant was ready,
(s)he was allowed to drive Sphero through the artificial environment in order to get
a feeling about how the robot should be controlled. During this test drive it was
explained that the tablet would give a short haptic burst to notice the participant
that a goal, one of the three white markers, was reached. Also, it was explained
that the participants should rate their ‘feeling of control’, which is explained in the
second part of Section 3.1.2, when a lap was completed. It was also explained that
Sphero needs more force to start rolling than to keep rolling and that it would be
difficult sometimes to start rolling.

The second phase is the first experimental run. In this run the participant had
to control Sphero. After each lap the shared control condition 1 was randomly
changed without the participants knowing after the participant rated their ‘feeling
of control’. While rating the ‘feeling of control’ Sphero stopped rolling.

The third phase was after the first experimental run. In this phase the experiment
leader changed the obstacles in the environment (see the obstacle condition later
in this section and also see Figure 3.2 and 3.3). This also allowed participants to
pause for a second.

The fourth phase was the second experimental run which did not differ from
the first experimental run except the obstacle condition. More about the obstacle
conditions can be read in Section 3.1.4.

1The conditions of the experiment are explained in Section 3.1.4
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Figure 3.1: The user interface of the tablet presented information about the
markers, the current goal, the current command and enabled the participant
to give a rating.
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Figure 3.2: The experimental envi-
ronment from above with obstacles

Figure 3.3: The experimental envi-
ronment without obstacles

After the second experimental run the last and fifth phase was a short post-test
questionnaire that can be seen in Appendix B. This was used to get some general
knowledge about the participants and some feedback on how the experienced the
experiment. The total experiment took less than 30 minutes.

3.1.2 Tasks for the participants
A single experimental run consisted of two tasks. The first task was navigating
through the environment while avoiding the wall and obstacles, this was called
the driving task. The three fixed markers in the environment were small, easily
detectable white points. These markers were waypoints for navigation. The paths
between these markers were all about the same length. The participants were
instructed to continuously drive from one marker to another in a fixed order. The
order was clockwise. On the tablet a map of the three markers was shown, this also
indicated which of the markers was the current goal (see Figure 3.1). The start of
a new lap would always start with the next marker, after the marker that finished
the previous lap. Consequently, the start point changed each time a new lap was
started. This meant that there were three different start point for each lap that the
participants travelled, probably multiple times, during each experimental run. Each
lap was treated as an item in the analyses.

The second task for the participants was to rate the ‘feeling of control’ on a
scale from 0 to 7. The participants were clearly instructed to rate how much they
felt that they were influencing Sphero’s direction. It was explicitly told that the
participants should not rate their own performance in driving Sphero around the
environment.
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3.1.3 Environment and participants
The environment of the experiment was a 1.5 meter square container with a small
ridge on the side. Sphero could not escape from this environment. The participants
were standing before this environment and could oversee all the details. An image
of the environment can be found in figure 3.2.

In total, 23 participants participated in the experiment. The participants were 19
students from the Radboud University Nijmegen or the Hogeschool van Arnhem en
Nijmegen and four workers. The average age of the participants was 26. Seven of
the participants were male and four of the participants had some earlier experience
with controlling robots. The participants were asked if they would like to participate
this experiment and did not receive any reward.

3.1.4 Conditions of the experiment
Two conditions were changed during the experiment. The first condition was
the shared control condition. During the experimental runs the influence of the
participants on the actual given commands was changed between four states. In
one of the four states there was no shared control between the participants and the
computer. The control of Sphero was strictly in hands of the participants, this was
called the strictly human condition. Commands that were given with the tablet
would immediately be send to the Sphero. This condition functions as the control
condition. In the other three conditions the participants shared their control with
the computer with Equation (2.1). The human influence parameter in the formula
was set to either 0.25, 0.5 or 0.75. The state of the shared control condition was
randomly changed after each lap that the participants drove.

The second condition differed the presence of obstacles in the environment.
Participants would either have no obstacles in the first experimental run and obsta-
cles in the second or vice versa. In the obstacle condition two rectangles of about
30 by 20 centimetres were placed on two of the three lines that the participants
had to drive by. The obstacles had a clearly detectable red colour from above. To
see an view from above the environment with obstacles placed in it look at figure
3.2. Sphero was only allowed to drive on the floor and was not able to come on the
obstacles. When one of the obstacles was moved by Sphero the experiment leader
would place the obstacle back in its position. The order of the obstacle condition
was counterbalanced between the participants.

3.1.5 Additional experiment for strictly human condition
However, after 18 participants it was noted that there was something wrong in the
strictly human condition. In this condition the human command had accidentally,
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First experiment Additional experiment
Strictly human condition Invalid Valid
Shared control with HI = 0.25 Valid Not measured
Shared control with HI = 0.5 Valid Not measured
Shared control with HI = 0.75 Valid Not measured

Table 3.2: The analysis uses only the valid results from both experiments. HI
is an abbreviation of human influence.

due to a human error, a double velocity compared to the other conditions. The
change in velocity was so large that the participants could notice this at the start of
each lap and while driving Sphero around. Due to this higher velocity it was harder
to precisely reach a goal and to navigate around the environment. Consequently,
the data of the conditions where control was shared with a computer could not be
compared to the condition where only the participants controlled the robot. For
this reason, another small experiment was conducted with the same design but with
one exception. After each lap the shared condition was not randomly changed but
stayed the same, namely the condition where the participants were fully in control.
This condition replaced the strictly human condition from the earlier experiment,
as can also be seen in Table 3.2.

There were five participants in this separate experiment and together they drove
108 laps, approximately the same as gathered in the other conditions. Because these
laps were gathered by only five participants, in contrast to the laps in the shared
control conditions, there are some validity issues concerning the generalizability
of this research. These issues will be addressed in chapter 5.

3.2 Measures
From the experimental runs, ‘feeling of control’ ratings and post-test questionnaires
several measures could be derived. They were categorized as performance measures
from the experimental run and user measures from the ‘feeling of control’ ratings
and questionnaires. First, the performance measures will be explained and then the
user measures.

3.2.1 Performance measures
The performance measures indicate how well the driving task was executed. In
total there were four performance measures.

• The obvious measure for a driving task was the time to complete one lap. The
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time at which the start point was reached was subtracted from the time that
the start point was reached for the second time. The duration was measured
in milliseconds.

• A second measure was the length of the path. Notwithstanding the change in
start point, the length of the lap stayed the same for all conditions. However,
because Sphero was a robotic ball it probably did not take the most efficient
path. To measure the deviation from the most efficient path, the length of the
trajectory that was made was measured. The length of the lap was the sum
over all Euclidean distances between two consecutive observed locations
(xi,yi) and (xi+1,yi+1) of Sphero:

length = ∑
i

√
(xi+1− xi)2 +(yi+1− yi)2 (3.1)

• The third kind of measure were the averages of the local efficiencies. These
efficiencies constantly monitor the safety, direction and smoothness of the
commands. The efficiencies for the command that was given to Sphero was
used for evaluating the performance. For each of the conditions this gave
three measures of how well the actual commands were. The equations for
the efficiencies can be found in Section 2.4.

• To analyse the sharing of control between the two agents, disagreement
was used. This measure was the average of all the differences between the
angles of the commands of the two agents. This was useful to estimate how
much the agents agree in their commands. The command of agent a was
represented as a vector (ra,φa), consequently the disagreement between two
agents was:

difference = |φH−φIS| (3.2)

disagreement =
{

difference > 180 360−difference
else difference (3.3)

3.2.2 User measures
The user measures from the questionnaires and ratings indicate how the participants
experienced the experiment. The questionnaires only measured what participants
thought of the whole experiment. Multiple choice questions 1, 3, 4, 6 measured if
the participants found it easy to drive Sphero around. Question 5 and 9 measured
if the participants became frustrated while driving Sphero. Questions 7 and 8
measured how well the participants thought they were driving. Question 2 was just
an evaluation of the user interface on the tablet and how helpful it was. Besides the
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quantitative measures there were some qualitative questions that could be used for
evaluation of this experiment as a whole.

The ‘feeling of control’ was measured after each lap by the participants as a
rating between 0 and 7. This measured how much the participants believed the
behaviour of the robot was a result of their own actions. This was an important
measure because this sense of agency influences the level of frustration [15, 19],
which should be as low as possible to guarantee a good experience with controlling
robots. When the participants should rate their feeling of control a progress bar
appeared on both sides of the screen. While sliding the progress bar the users got
instant feedback on the rating they were currently selecting. When they took their
finger of the screen the progress of the progress bar was selected as the rating for
the particular lab. One participant complained in the post-test questionnaire that
she accidentally four times gave a wrong rating.

3.3 Design and analysis
The experiment should prove if there was a difference between the human condition
and the shared control conditions in terms of performance.

3.3.1 Independent and dependent variables
Two qualitative independent variables, related to the changes made during the
experiment, were used:

• The degree of shared control.
• The presence of obstacles.

The dependent variables are the performance measures earlier described in
Section 3.2.1. The following seven dependent variables were used:

• The average time to complete a lap. It was expected that this variable was
minimal when the human influence on the final command was 0.5, because
this setting gave the best results in earlier research [22, 28, 29].

• The length of the trajectory path taken by Sphero to complete a lap. It was
expected that this variable would be minimal when the human influence on
the actual command was 0.5.

• The third, fourth and fifth dependent variables were the averages of the
specific local efficiencies: directness, smoothness and safety. The average
was computed over all specific efficiency values of the commands in one lap.
It was expected that the variables were maximal when the human influence
on the actual command is 0.5.
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• The ‘feeling of control’ that is measured during the experiment. It was
expected that this variable decreases when human influence decreases.

• The disagreement between the IS and the human agent. It was expected that
this variable did not change between the conditions.

3.3.2 Analysis
The laps that were driven by the 23 participants were assumed to be gathered as
random samples, from the whole population of driven laps. For this reason, all the
laps that were driven were considered as items in the analysis. This resulted in an
N of 394, the number of driven laps.

A possible validity issue was that participants that performed better had driven
more laps than participants that performed worse. This results in a higher weight for
the performance of high performing participants in the final average. Although this
increased the average performance, it did not matter because the better performing
participants increased the average performance in all conditions.

For each driven lap, the length, duration, efficiency and the rating for ‘feeling
of control’ was known. It was also known in what shared condition, obstacle
condition and start position the lap was driven. On the 394 valid laps a General
Linear Model (GLM) multivariate analysis was done, with a Turkey’s post-hoc
test, because there were multiple quantitative dependent variables and multiple
qualitative independent variables.

3.4 Software implementation
The software to conduct the experiment consisted of three parts: a vision module,
command system and a output module. In this section the details of these imple-
mentations will be explained. The pseudocode can be found in Algorithm 1. A
flow diagram, with corresponding numbers to the steps described in this section,
can be found in Figure 3.4. All the code was written in Java.

Before an experimental run started, the experiment leader explicitly extracted
the background of the environment using the software implementation. Ten camera
images from above the environment were taken and used to initialize a background
image. Also a Bluetooth connection to Sphero and the tablet was set up. In the
final initialization step of each experiment, the experiment leader located the goal
location by hand with the graphical user interface (see Figure 3.5).
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Figure 3.4: The flow of the software used in the experiment. The numbers
correspond to the described steps in Section 3.4.

3.4.1 Vision
The vision module detected the location of Sphero and the obstacles and borders of
the environment. This information was necessary to compute the efficiencies used
in equation (2.1) and to implement a layered control system. The vision module
used the OpenCV library [11] which was written in C++. To achieve this, the
implementation made use of JavaCV [3] which is a JNI interface from Java to
other native programming languages. OpenCV had a lot of standard algorithms
for image processing. The resulting code for image recognition consisted of the
following steps:

1. A new image was retrieved from the webcam and converted to the Hue Satu-
ration Brightness (HSB) colour system and a grey image. The HSB colour
system provided a better representation of the colours than the traditional
Red Green Blue (RGB) representation because it had a single variable, the
hue, that expressed the perceived colour.

In the implementation, it was also possible to extract the background real-
time. This was not used because occasionally Sphero would also be consid-
ered as background and this influenced the detection of borders in a later
stage. The use of a static background was satisfactory because the light
conditions and the orientation of the webcam did not change.

2. If the previous location of Sphero was not known the location of Sphero
was interpreted from a grey image. If the previous location of Sphero, and
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Algorithm 1 Shared control for Sphero
Require: Extracted background
Require: Computer connected to Sphero
Require: Computer connected to tablet
Require: goals = {Goal}

while Experiment is running do
i = 0
while i < size(goals) do

Retrieve image
Detect location
if location == goal[i] then

Current goal← goal[i++]
end if
Detect obstacles
Get agent commands
Create shared command
if In strictly human condition then

Send human command
else

Send shared command
end if
Log data

end while
Get rating

end while

thereby its colour, was known, a HSB image was thresholded within a range
from the previous colour of Sphero. The hue search range was 30 and the
saturation and brightness search range was 75. The resulting black and
white image was used to interpret the location of Sphero. A Canny edge
detection algorithm [27] was used to detect the edges in the image and a
Hough transform was used to detect where possible circles where located. In
the case where the previous location was not known the observed circle with
the highest probability was used. In the case where the previous location
was known the observed circle most similar to the previous observation of
Sphero was used.

3. With the new location of Sphero known the obstacles could be detected.
Because the whole environment had the same colour except for the obstacles
or borders of the environment, the edges of the obstacles were equal to the
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edges of the passable environment around Sphero. Five samples of the HSB
colours around the location of Sphero were taken. The average of those
samples was filtered with a low pass filter to obtain a good approximation of
the colour of the surrounding environment. A range with the colour as the
centre was used to threshold the background image.

In the resulting black and white image the contours were analysed with the
Canny edge detection algorithm [27]. The edge detection algorithm found
the borders in the black and white image and represented these as a list of
list of points. Each list of points was a polygon that encircles a region and
there were no overlaps between the polygons. The appropriate polygon, that
comprise the location of Sphero, was selected. With the Ramer-Douglas-
Peucker algorithm [23] the points were reduced to 100 to made further
computations easier. The polygon represented the border of the environment
and since the real size of the environment was known, the scale of the image

Figure 3.5: GUI for the experiment leader. The retrieved image of the
webcam is shown with some annotations on it. Also there are several buttons
that the experiment leader can use to control the experiment.
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could be calculated. This was necessary for the translation of pixel distances
to real world distances.

3.4.2 Obtaining commands
After all the necessary information was extracted from the image the commands
from both agents were obtained. The following steps were taken:

4. The human command was generated with a tablet that was running on An-
droid (see Figure 3.1 for the user interface of the tablet). An newly developed
application was used that, among other things, sensed the orientation of the
tablet and sent this via Bluetooth to the computer. The tablet could sense its
orientation with an internal hardware gravity sensor. The sensed orientation
(see Appedix C.2) consisted of gravity values along three axis. A scaled
gravity along the x and y-axis of the tablet was used to sent to the computer.
The x and y-axis gravities were scaled by the total gravity, that also includes
the z-axis. The total gravity was approximately 9.81m/s2. As a result, the
tablet would send two doubles from −1.0 to 1.0, these represented a vector
that could be used as a command. The computer would translate the received
values to a suitable command for Sphero.

5. For a computer command an implementation of the layered control system
proposed by Brooks [5] with three distinct layers was used. The first layer
was only active if Sphero had been close to the border, while not moving,
although the command velocity was high. In other words, Sphero was stuck
behind an obstacle. If this happened a command with a relative high velocity
away from the border would have been given. The second layer was an
avoid layer that was only active when the Sphero was 0.3 seconds away from
crashing into an obstacle. When this happened the command would be zero
if the current speed was above 20 cm/s and else a command that was directly
avoiding the wall was generated. The third layer always gave a command
that was directed at the current goal. The velocity of this command depended
on three factors: the distance between Sphero and the goal, the current speed
and the angle between the current heading of Sphero and the angle to the
goal location.

Note that the layered control system was not a state-of-the-art control system for
mobile robots. However, this research investigated shared control and not control
systems for robots. For that reason, the improvement of performance was important
and not just the performance of the control system. Furthermore, if a simple control
system could improve performance, a more complex state-of-the-art control system
certainly could.
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6. After receiving the commands from the human agent and IS, a shared com-
mand was created by an implementation of equation (2.1). This implemen-
tation used the information that was gathered by the vision module. The
amount of human influence was set by the program depending on the shared
control condition the experiment was in. Effectively, both command vectors
were multiplied by the human influence constant (or one minus the human
influence constant, in case of the IS) and their efficiencies. The newly created
vectors were added together to get the shared command.

3.4.3 Sending command and logging data
After the receipt and creation of the commands, motion vectors were sent to Sphero.
Also, several kinds of data were logged to the hard drive. A real-time output was
shown to the experiment leader.

7. Depending on the state of the shared control condition either the human
command or the shared command would be sent to Sphero. To this end, an
open source unofficial application programming interface (API) [12] in Java
for Sphero was used. Each command was sent as a direction and velocity to
Sphero which would execute these commands immediately.

8. A message logging system logged the errors, warnings and information
messages that were generated during the experiment to a single logging file.

9. A videologger logged the image from the webcam to a video file. It was
possible to also include annotations of the current knowledge to this file.

10. A datalogger logged the timestamp, the current location and radius of Sphero,
the three commands with all efficiencies, the current goal, if a goal was
reached, in what condition the experiment was and the current travelled
distance of Sphero. With the information if a goal was reached or not, the
time and duration of the path were calculated from the data that was been
logged by the datalogger.

11. A image with annotation was already created while certain parts of the image
were recognized. This image was shown to the experiment leader (see Figure
3.5). Also the raw data about the location and colour of Sphero, the colour
of the ground was shown to the experiment leader in a text box.

12. Finally, all the images would be released to prevent a memory leak. This
was very important because JavaCV is a wrapper around the C++ library
OpenCV. Although Java does not use pointers, C++ does, and the data behind
the pointer could either be removed too early or too late. In the first case an
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exception for unauthorized memory access is given and in the latter case a
memory leak occurs. Both are not wanted in a software program and for that
reason the pointers to the images should be released at the proper time.
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Chapter 4

Results

In this section the results from the experiment will be shown. First, the durations of
the laps are treated. Secondly, the differences in length will be shown. After that,
the efficiencies of both commands and shared conditions will be presented. Fourth,
the ratings of ‘feeling of control’ are compared for all the conditions. Fifth, the
disagreement between the two commands will be shown. Lastly, the user measures
from the questionnaire will be displayed.

4.1 Duration
The duration of the lap varied between the conditions. The shared control condition
had a small effect (p < 0.01, eta2 = 0.037) on the duration of the lap as can be seen
in Appendix A.2. On average, the duration of a lap was longer in the strictly human
condition than in the shared control condition with HI = 0.5 (p < 0.05) and HI =
0.75 (p < 0.01). It took participants 20.0% less time in the shared control condition
with HI = 0.5 to complete a lap, compared to the strictly human condition.

4.2 Length
Just as the duration, the shared control condition had an effect (p < 0.001, eta2 =
0.071) on the length of the lap. The length of the strictly human condition is longer
(p < 0.001) than the shared control conditions with a human influence (HI) of 0.5
and a HI of 0.75. There is a reduction of the length with 29.6% from the condition
where the human is in full control to the shared control condition with HI = 0.5.
Also the shared control condition with HI = 0.5 is shorter (p < 0.05) than HI = 0.25.
There is no difference between the condition where the human is strictly in control
and the shared control condition with HI = 0.25. A graph of the length of the laps
can be found in Appendix A.3.
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Efficiency Human Intelligent System
Smoothness 0.51 (SD=0.06) 0.53 (SD=0.05)
Directness 0.82 (SD=0.05) 0.98 (SD=0.03)
Safety 0.56 (SD=0.04) 0.62 (SD=0.03)
Average 0.63 (SD=0.03) 0.71 (SD=0.03)

Table 4.1: Human efficiency compared to Intelligent System efficiency

Efficiency Human condition Shared condition (HI=0.5)
Smoothness 0.46 (SD=0.05) 0.55 (SD=0.05)
Directness 0.84 (SD=0.04) 0.91 (SD=0.03)
Safety 0.57 (SD=0.03) 0.61 (SD=0.03)
Average 0.63 (SD=0.03) 0.69 (SD=0.03)

Table 4.2: Efficiencies during the human condition and the shared condition
with HI = 0.5

4.3 Efficiencies
Both human and IS gave continuous commands during the experiment. Overall the
efficiency of the IS commands were smoother, more directed to the goal and safer
(all p < 0.001) than the commands of the human agents (see Table 4.1).

Between the conditions there were big differences in smoothness (p < 0.001,
eta2 = 0.389), directness (p < 0.001, eta2 = 0.582) and the safety (p < 0.001,
eta2 = 0.214) of the commands. A graph of the efficiencies can be seen in Appendix
A.1. As can be seen in Table 4.2, all the specific efficiencies and the average
efficiency were higher (p < 0.001) in the shared control condition with HI = 0.5
compared to the strictly human condition. The average efficiency of the given
commands improved with 11.4% from the human condition to the shared condition
with HI = 0.5. All the shared control conditions had higher (p < 0.001) specific
efficiencies than the human condition.

There were also some significant differences in efficiency within the shared
control conditions. For smoothness the shared condition with HI = 0.75 was
higher (p < 0.05) than HI = 0.25. For directness all the differences between all the
conditions were significant (p < 0.001). There was a stable trend that indicates
that a decrease of human influence increases the directness of the command. The
shared control condition with HI = 0.25 and HI = 0.5 were safer (p < 0.05) than HI
= 0.75. Also the average efficiency of the shared control condition with HI = 0.75
was lower (p < 0.01) than the other shared control conditions with HI = 0.25 and H
= 0.5.

The presence of obstacles had a small effect on the directness efficiency (p
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Figure 4.1: The velocity of the resulting command gets lower when the
disagreement between two added commands get higher.

< 0.01, eta2 = 0.028) and the safety efficiency (p = 0.001, eta2 = 0.040). The
directness and safety were lower in the condition with obstacles.

4.4 Rating of ‘feeling of control’
There was an medium effect (p < 0.001, eta2 = 0.066) of the shared control
condition on the ratings that were given for the participants ‘feeling of control’.
The graph of this effect can be seen in Appendix A.4. The ratings for the shared
control conditions with HI = 0.5 and HI = 0.75 were significantly higher than the
condition with HI = 0.25 (for both p < 0.01) and the human full condition (p < 0.01
and p < 0.05 respectively).

4.5 Disagreement
On average, the angle of the command of a human differed 40 degrees (SD = 11)
with the angle of the command of the IS. The disagreement between the human
agent and IS was in the condition with HI = 0.25 higher (p < 0.001) than in the
other conditions. No further differences were found.

With figure 4.1 can be seen that when the disagreement gets higher, the result
of adding two factors together gets lower. With a disagreement of 40 degrees the
result of adding two commands together is 6% smaller compared two the addition
of two commands with no disagreement.
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Question Rating
1. It was easy to control Sphero 4.42 (SD = 1.213)
2. The on-screen instructions were helpful 3.75 (SD = 2.069)
3. Learning to control Sphero was easy 5.46 (SD = 1.587)
4. I noticed that the robot sometimes not listening to me 5.71 (SD = 1.367)
5. The experiment stressed me 2.77 (SD = 1.751)
6. New users will find this controlling system easy to use 4.92 (SD = 1.816)
7. I had problems with avoiding the wall 4.29 (SD = 1.429)
8. I had problems with avoiding the obstacles 3.79 (SD = 1.382)
9. It was fun to use Sphero 6.21 (SD = 0.779)

Table 4.3: Efficiencies during the human condition and the shared condition
with HI = 0.5

4.6 Post-test questionnaire
An average rating of 4.42 out of 7 was given on the statement “It was easy to
control Sphero”. This correlated with the statement “Learning to control Sphero
was easy” with an average rating of 5.46 (p < 0.001) and the statement “New users
will find this controlling system easy to use” with an average rating of 4.92 (p <
0.001). This correlation was expected as explained in the methods section. The
statement “I had problems with avoiding the wall” with average 4.29 and “I had
problems with avoiding the obstacles” with average 3.79 are also connected ( p <
0.01). The other questions did not correlate but in Table 4.3 the averages can be
seen.

In the post-test questionnaire eleven participants noted that the most difficult
was to control the speed of Sphero, either when they started rolling or when they
had to slow down to reach a goal. Five participants noted that something changed
in the control during the experiment. But actually two of them were in the human
condition with five participants were actually nothing changed.
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Chapter 5

Discussion and conclusion

This thesis presents the results of an experiment in shared control with use of the
robotic ball Sphero. This section will (1) discuss the results, (2) draw conclusions
from this and (3) state some recommendations for the future.

5.1 Discussion
The first thing to note is that the results from the human condition were gathered
with only five participants instead of 18 participants for the other conditions. The
number of driven laps were the same, but it could be that those five participants are
not representative for the whole population of Sphero users. The results should be
judged with this information in mind.

The performance measures showed clearly that there is an improvement of
performance between the human condition and the shared conditions. All the
efficiencies, the length and duration of the lap improve. This indicates that users
benefit from using the shared control algorithm. The shared condition with HI =
0.5 is preferable because the performance is always better or equal to the other
conditions. Between the shared control conditions there are less variations than
expected, the influence of humans does not rapidly decrease or increase the per-
formance. The improvement on the average efficiency (11.4%) is comparable to
improvements the earlier described implementations of the system in Section 2.4.3.
Along with the improved duration and length of the lap it can be said that this
shared control theory improves the performance in driving Sphero.

It is remarkable that the smoothness of the shared control condition is higher
than the separate smoothness’s of the human motion command and the IS motion
command. This indicates that the average of both commands is better, and that
perhaps the motion commands of both agents are approximations of the best
command.
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The ratings that are given showed a counter-intuitive result. Participants rate
their influence on the final command higher when they are in a shared condition
then in the condition where humans where in full control. Perhaps the message
that they should rate their influence on Sphero’s behaviour was not clear enough,
although it was said multiple times. Another cause could be that five participants
in the human conditions have no reference to other conditions, and for this reason
those results cannot be compared to the other conditions. There was a negative
correlation of -.433 (p < 0.001) between duration and rating, and -.442 (p < 0.001)
between length and rating. These correlations support the idea that participants
were rating the performance of Sphero and not their influence on Sphero.

There is no measure of frustration to compare the conditions with each other,
but the post-test questionnaire shows that participants have fun (6.21 out of 7.0)
and are not stressed (2.77 out of 7.0). In earlier literature there is been enough
research to what causes frustration and the feeling of control, that is measured in
this experiment, is one of the main causes [19]. However, during the experiment
participants noted that Sphero is sometimes not moving when they desired it to
move, this causes visible stress but, as can be seen in the results of the post-test
questionnaire, the effects are limited.

There was a great difference in velocity between the human condition and the
shared conditions. The velocity was lowered in the shared control conditions by
the efficiencies, but also by the disagreement between the agents. The efficiency
lowered the command velocity of the command with 31% (average efficiency =
0.69) and the disagreement lowered it with 6%. Something peculiar in the theory is
that the shared control commands only can have a lower velocity than the separate
commands from both agents. There is no reinforcement of the shared control
command when both agents give the same efficient command, with a high velocity.

5.2 Conclusion
In this thesis the possibilities of the system proposed by Poncela et al. [22] for
sharing control between two agents are investigated. It is found that it meets three
of the four requirements on shared control that were extracted from earlier papers
on shared control:

• The system provides a good way to use the capabilities of multiple agents
while sharing control.

• It is good at adjusting continuously to the current performance of the agents.
• The system is very helpful when there is a need for continuously sharing

control without abrupt switches in control.
• But it does not increase the mutual understanding for either of the agents for

each other and for the environment.
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The research done with Sphero indicates that the proposed system of Poncela
and others effectively improves the human performance on controlling Sphero
(RQ1). Together with earlier research [22, 28, 29] it suggests that the system could
be a robust and flexible way to share control between agents. The research also
shows that Sphero is a suitable environment for shared control (RQ2).

5.3 Recommendations
Based on the results presented in this thesis there are some recommendations for
similar experiments with Sphero on shared control in the following section. In
Section 5.3.2 questions that arise from this research are posited.

5.3.1 Recommendations based on the research in this thesis
There are some comments on this research. First, a more accurate measure of
the ‘feeling of control’ of the participants is necessary for conclusions about how
participants were experiencing the unknown sharing of control. A possible solution
for this problem could be to inform the participants anyway about the sharing
of control so they are more focussed on influences of other agents on the final
behaviour of the mobile robot. Secondly, there are no comparisons made between
the performance of the IS and the performance of both agents together in the shared
control condition. This should be done to be sure about the probable improvement
when sharing control.

In general, the Sphero robotic ball is a simple and cheap way of investigating
the possibilities of shared control. Other research into shared control is done for
practical reasons, for example to improve automatic wheelchair performance, and
these are often in domains wherein participants need foreknowledge and have
assumptions. The control of Sphero is based on simple vector commands and the
control method is easily explained to participants. This research used a camera to
track the position of Sphero and this is not scalable to larger environments. The
camera will not be able to capture the whole environment from above. However, in
the new API of Sphero there are ways to track the position of the ball based on its
internal sensors but the question is how precise this tracking is. Thereupon, it is
recommended to use Sphero to create a research environment for shared control.

5.3.2 Further research
Based on this research there are four recommendations for the field of shared
control and specific for the shared control theory developed by Poncela et al in
2009.
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First, this theory scales the velocity of motion commands by efficiencies that
are based on the angles of the motion commands. To compute the efficiencies the
velocity of the commands are ignored but they are also important. For example,
the safety measure can benefit from the use of velocities. Consequently, the
performance of the system could be increased even further if the velocity of the
motion commands are also considered.

Secondly, until now the theory is always applied to two agents. Perhaps, the use
of efficiencies to scale the motion commands can also be a good way to improve
the performance of a single agent. Furthermore, this theory is perfectly scalable to
more than two agents, this also could give interesting results for shared control.

Third, this research uses the same three specific efficiencies that are also
used by Poncela et al. [22] and Urdiales et al. [28, 29]. For different domains
these efficiencies are maybe not applicable, and maybe other efficiencies are also
applicable to the domain of controlling of Sphero. More research should be done
to find out what specific efficiencies could be used and what their influence is on
the resulting behaviour.

Lastly, this theory only focusses on the sharing of control of direct motion
commands. Higher cognitive tasks such as planning or selecting goals are not
considered. Perhaps the same idea of sharing with efficiencies could be used on
these higher cognitive tasks, which would be very promising, but this should be
investigated.

The system for shared control by Poncela and others is already promising for
many applications, but since the system is relative new it can improve even more.
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Appendix A

Graphs

A.1 Efficiencies
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A.2 Duration

A.3 Length
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A.4 Rating

A.5 Specific efficiency vs. angle
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Appendix B

Post-test Questionnaire
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P O S T - T E S T  Q U E S T I O N N A I R E  

Subject ID:     Test date:  

PERSONAL INFORMATION 

1. What is your age?    _______ year 

2. What is your gender?   Male  /  Female 

3. What is your daily occupation? 

 

ABOUT ROBOTS 

4. Do you have earlier experience with robots? 

 

THE EXPERIMENT 

5. Please rate your agreement with the following statements from 1 (disagree) to 7 (agree). 

1. It was easy to control Sphero 1 2 3 4 5 6 7 

2. The on-screen instructions were helpful 1 2 3 4 5 6 7 

3. Learning to control Sphero was easy 1 2 3 4 5 6 7 

4. I noticed that the robot sometimes not listening to me 1 2 3 4 5 6 7 

5. The experiment stressed me 1 2 3 4 5 6 7 

6. New users will find this controlling system easy to use  1 2 3 4 5 6 7 

7. I had problems with avoiding the wall 1 2 3 4 5 6 7 

8. I had problems with avoiding the obstacles 1 2 3 4 5 6 7 

9. It was fun to use Sphero 1 2 3 4 5 6 7 

USER FEEDBACK 

6. What was the MOST DIFFICULT about controlling Sphero? 

 

 

 

 



7. What was the EASIEST about controlling Sphero? 

 
8. Did you notice anything special about the experiment? 

 
9. Any other remarks? 

 

 

 

 

 



Appendix C

Images

C.1 Sphero

C.2 Orientation of Android devices
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