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Abstract
In this thesis I revisit the great debate from the 1920’s between American philosophers Walter Lippmann and John Dewey about the future of democracy. The questions at hand: Can Dewey’s pragmatist solutions for democracy deal with the challenges of artificial intelligence? Or is Lippmann’s technocracy becoming increasingly unavoidable given these challenges? To answer this question I introduce the concept of the performative digital expert [P.D.E.], based on Bruce D. Weinstein’s concept of performative expertise.  to analyze the use of artificial intelligence in democracy. Lippmann’s critiques of democracy stand strong in the current climate of fake news and extremist rabbit-holes, but both Lippmann’s and Dewey’s proposed society struggle with the opaqueness of the P.D.E. While Lippmann’s technocracy seems to allow their use in some specific instances and in some minor roles, Dewey’s concepts of social knowledge and democracy as an ideal seem inherently incompatible with their opaqueness and tendency to reaffirm the status quo. These findings lead to a negative answer to both research questions.
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The Lippmann-Dewey debate and the challenges of artificial intelligence

“Some portray the situation as a dilemma: citizens don’t have enough knowledge to participate meaningfully in technically oriented policy decisions, but it is difficult in a democracy to legitimately deny citizens a place at the decision-making table. Indeed, it is inevitable that people will continue to demand to have a say.” (Fischer, 2000, p. X)

There has always been a certain uneasiness between expertise (and science) and democracy. This might seem counterintuitive, as science and democracy are considered by many as the pinnacles of (western) civilization that were pushed to the fore during the enlightenment. However, when decisions have to be made, expertise and democracy provide legitimacy in inherently different ways (Caramani, 2020). Democratically founded decisions receive their legitimacy from the support of the people or their representatives, its legitimacy lies in equality. Decisions based on expert knowledge and scientific research receives legitimacy because they are founded on thorough research and what we expect based on our studies of past events, its legitimacy lies in claims of truth/likelihood. When a democracy tries to use experts for decision-making it therefore tries to gain its legitimacy from two sources at the same time. This is often not problematic, since more legitimacy is not problematic in itself. However, when the citizenry and the experts disagree, a choice has to be made between the two. Don’t follow the people and you will be called anti-democratic, don’t follow the experts and you will be called a populist (or an idiot).
The debate about the capabilities of the citizenry is of course not a new one, with Plato already calling democracy the worst type of government in his Republic around 360 B.C.E. What is new in these discussions is the fact that societies have become increasingly complex in the last few centuries. To keep up with this increasing complexity of modern society and with the ever expanding bulk of human knowledge, scientists and other experts have needed to specialize further and further. The industrial revolution and the globalization and urbanization that followed sped up these trends. These developments might have made it impossible for the citizens, even those that are rather well educated and informed, to make fully informed choices in the democratic process. The homo universalis became something out of the realm of human possibility. Nevertheless, most people in modern democratic societies still want some kind of influence on decision-making and for most democracy still at least seems to be the “…the worst form of Government except for all those other forms that have been tried from time to time”(Langworth, 2008, p. 573) as Winston Churchill so poignantly stated.
[bookmark: _Toc79951437]1.1 Walter Lippmann and John Dewey
In the 1920’s, a similar debate is ongoing in the United States between technocrats and progressive Majoritarians about the role of the citizen in politics (Schudson, 2008). The Majoritarians, as their name suggests, see an influential role for democratic citizens in politics. They use terms such as “the public good” and “common interest” and argue for direct democracy and more power for the citizens through voting. The technocrats, in contrast, see no other option than to place the government in the hands of the experts. After all, who could make decisions better than those with the most knowledge?
Within this context writer and political commentator Walter Lippmann writes two books. The first, Public Opinion, contains what John Dewey will later call “the most effective indictment of democracy as currently conceived ever penned” (Dewey, 1922/1983, p. 337). Arguing that since citizens can’t be omnicompetent, public opinion is inherently deeply flawed and the important decisions should be made by experts (DeCesare, 2012). Through this argument, Lippmann tries to attack the progressives at a weak spot of their ideology: their trust in the wisdom of popular deliberation (Ralston, 2002). In his second book, The Phantom Public, he further develops his argument and sets out a new direction for governmental decision-making. Lippmann’s new course leaves very little place for the public in this process and what he argues for is very close to a complete technocracy. 
In 1927, in response to Lippmann’s texts, John Dewey writes his book The Public and its Problems. In this book he argues in favor of the possibility of modern democracy through the lens of his pragmatic theories and his theories of education. While the discussion is often framed as a debate between Lippmann and Dewey (and the latter’s writings were indeed a response to Lippmann’s texts), Dewey actually agrees with a lot of the assessments that Lippmann makes. That said, he also agrees with a lot of the goals that the Majoritarians have. In his book Dewey argues that human life is inherently democratic and that seeing it as just a governmental institution is much too narrow. Democracy is (possible) everywhere and we should cultivate it further, only then can society truly flourish. He does this by introducing the pragmatist concept of social knowledge to support the possibility of a civilian political life (DeCesare, 2012; Dewey, 1927/2016). Social knowledge is the knowledge and skills needed to function in a democracy, it happens in “association and communication; it depends upon tradition, upon tools and methods socially transmitted, developed and sanctioned” (Dewey, 1927/2016, p. 183). Dewey argues that we should build up and foster this social knowledge in society, thus actively creating a place for the citizenry. Arguing further that there is no need for Lippmann’s omnicompetent citizen, but that we should aim for a democratically competent one. Experts play an active role in this process, informing the public and helping to cultivate this democratic competency. In the end Dewey’s arguments form a pragmatist middle ground between Lippmann’s technocracy and the Majoritarians’ direct-democratic ideals. 

[bookmark: _Toc79951438]1.2 Recent and academic developments
While this this debate took place in the 1920’s, there seems to be a tremendous amount of overlap with current political problems and the debate therefore remains relevant to this day. As Covid-19 brought to the fore this uneasiness about public knowledge once again, forcing some  politicians under pressure of the citizenry towards a relaxation of rules which experts condemned as unwise (Kieskamp & Goudsmit, 2021; Meesterburrie, 2021). The same goes for macro-economics and global politics, as a British commentator commented on the Brexit-referendum: “inviting a largely uninformed public to make a judgment on something as unfathomably complex as EU membership was akin to asking a six-year-old to perform brain surgery – with a crayon” (English, 2019). While most people do want a place for democratic influence, the current big issue never seems like the place for it. However, while expert-decisions might work well in daily practice, they seem to have huge legitimacy issues because of their lack of democratic oversight (Tucker, 2018). Nevertheless, it seems unwise to crowd-source every decision. While a pilot may make a mistake, he probably still has the best chance of getting the plane off the ground.
On the other hand, possibly as a response to these technocratic developments, there has been an increase in the call for more direct democracy throughout the western world. Populist attitudes are on the rise (Inglehart & Norris, 2016), their parties and pundits arguing that the elites in their ivory tower are too far removed from the common man to understand their plight; the people know best and if we just let them have a real say our countries would be much better off. Of course these peoples are very rarely consisting of just one group and never a unified political actor, modern societies are inherently complex. Therefore, excluding the elite consensus-seeking these majority-rule proposals detest seems to inevitably lead towards a tyranny of the majority or what is often called illiberal democracy (T. S. Pappas, 2019). But experts are also not right all the time, for they as well are challenged by the even-increasing complexity of society. This realization has been brought into the limelight by the recent economic crises not foreseen by (and in a certain sense caused by) experts. The fact that the political elites used tax money to keep the banks afloat, affirmed in the eyes of some citizens the idea that the expert elites were 1) not all-knowing, and 2) not working with the best interests of the populus in mind. Furthermore, some argue that there is a certain “wisdom of the crowd”, that the many are smarter than the (expert) few (Surowiecki, 2005).
In between these two extremes are attempts at a more inclusive democratic process. Minority (and sometimes even majority) groups claim to be neglected by the current political system and want more influence in their decision-making. They lay bare a disconnect between their own interests and that of the (politicians voted in by the) majority. Perhaps even the societal and expert structures themselves have become biased (Crenshaw, 1990; Martinez, 2014). To become a truly legitimate democracy, some argue, everyone should be heard. According to these groups the people themselves are best suited to make decisions concerning their own political environments. Characteristic of this is the increased academic attention for theories of deliberative democracy, a school of thought of which Dewey is sometimes mentioned as a predecessor (Bohman, 1998; Pappas, 2012) and that attempts to develop new methods of democratic participation. These methods show some promising results (Ryfe, 2005; Weeks, 2000), but they have yet to be implemented on the national level. Parallel to these discussions is an ongoing debate surrounding citizenship theory, a possible way of integrating liberal individualism and communitarian involvement with society (Kymlicka, 2002, Chapter 7). Does the citizenry, besides rights, perhaps also have duties towards society? Perhaps good governance is not just a problem to be solved and perhaps balancing self-interest is too small a scope for a functioning governing of society. Authors like Robert Putnam (2000) stress the importance of social capital and community bonds and the problems that come from the (rugged) individualism of modern capitalist society.

[bookmark: _Toc79951439]1.3 The digital revolution
While democratic societies have not had the time (or have not used it properly) to find a way to deal with the increasing societal complexity that came into being after the industrial revolution, there is a new revolution looming on the horizon. The world of internet and computing has brought with it a complexity the likes of which we have never encountered before. However, these techniques might also provide the solution to certain problems, as new digital systems and algorithms allow us to generate and process quantities of data that could never be processed by humans. The downside of these systems however is that while they can make decisions and choices, they cannot (or barely can) explain their reasoning behind them. It is a new kind of expert, an asocial one that can and will not share their motivations. The rise of artificial intelligence systems thus inaugurates a new era of non-transparent expertise and knowledge-generation. But for better or for worse, these systems are here and they are not likely to go away, quite the opposite. We are at the start of a digital revolution that will inevitably provide new challenges for democracies across the world. Since this development seems likely to intensify the friction between democracy and expertise, it is important to look at solutions suggested in the past and see if they might still work in a current-day context. To this end, it seems important to take a new look at Lippmann and Dewey’s great political debate of the twentieth century and see if it’s solutions can be brought to the twenty-first. In this thesis I will look back at a societal debate between Walter Lippmann and John Dewey.
The arguments in this debate, while almost from a hundred years ago, might still ring true in current society. The issues that they raise have certainly not gone away, if a reader does not know that these books are almost a hundred years old, there is little to give it away. The debate between Dewey and Lippmann touches upon all the theoretical issues mentioned in the section above, it is not just a great debate in the figurative sense. When dealing with great changes in society, such as these new opaque experts, it also becomes theoretically important to go back to the start and evaluate older authors in a new light. Can their theories stand the challenge of these new concepts or should they be adapted (if they can)? This creates a possibility for those studying the theories and schools that grew from and touched upon these great debates to study if these changes also affect them. In the case of John Dewey this provide theoretical solutions for the sometimes overlapping theories of democracy, in the case of Lippmann it might provide a new insight into the effects of media on society. 
A lot has inevitably changed since the time of Dewey and Lippmann. But in the face of the new digital revolution, revisiting this great debate and confronting its participants is most important. One wonders if Dewey’s solutions for democracy can still hold up against the digital expertise that comes with this revolution. To this end, in this thesis I will try to answer the question:
Can Dewey’s pragmatist solutions for democracy deal with the challenges of artificial intelligence? Or is Lippmann’s technocracy becoming increasingly unavoidable given these challenges?
This question is approached in the following manner: The next chapter starts with a short history of the development of artificial intelligence, followed by a explanation of the characteristics of the techniques being currently available and ending with the explanation of the concept of the P.D.E. Chapter three discusses the work of Walter Lippmann: first explaining his concepts of pseudo environments and stereotypes, then his critique of democratic governance based on these concepts, followed by his division between experts and the public and then his proposal for a new, technocratic way of governance. In chapter four John Dewey’s reaction to Lippmann is discussed, starting with his concept of social knowledge, followed by his new definition of democracy, then lastly his conceptualization of the public and the role of experts in his new society. Chapter five contains an analysis of the compatibility of Lippmann’s and Dewey’s work with P.D.E.’s where we see if democracy as Dewey envisioned it is still as viable in a world where digital experts are used in decision-making and if Lippmann’s technocracy has become unavoidable. This chapter is followed by the concluding chapter (6).



[bookmark: _Toc79951440]Chapter 2: Artificial intelligence as a performative digital expert
As the use and applicability of artificial intelligence for decision-making continues to grow throughout the world, it seems important to investigate how we should classify these systems in a theoretical sense. If we want to find out how Dewey’s democratic project deals with these systems, it is important to thoroughly explore how exactly these systems work and came to be. In this chapter, I first give a short history of the developments in the field, followed by an examination of the characteristics of these systems, finally I argue that these systems can best be qualified as a performative digital expert for their analysis in the context of democracy.

On anthropomorphism and artificial intelligence
Some authors object to the use of anthropomorphizing (or biological) language when speaking about A.I., finding the language constraining and even possibly dangerous (Watson, 2019). Comparisons with biological intelligence often fall short or reality and make people overestimate the capabilities of the systems and are likely to trust them more than is warranted (Li & Suh, 2021; Proudfoot, 2011; Salles et al., 2020). These objections are not without merit and it is a useful discussion in a field that is filled to the brim with concepts that are named this way, not the least of which is “artificial intelligence” itself. Nevertheless, I will use these kind of terms for two reasons. Firstly, this thesis is not the place to diverge from existing terms and standards. Secondly, it seems useful to classify these systems in the terms of the environment that they are acting in. Since this thesis is about algorithms and the studying of their effect when they fulfill a role in democracy (which is an intrinsically human and social endeavor) the careful use of anthropomorphized language seems fitting. My hope is that addressing the strengths, weaknesses, opportunities and challenges of these systems using traditional biological and social terminology might actually give us more insight into their interactions with society.

[bookmark: _Toc73539249][bookmark: _Toc79951441]2.1 A short history of artificial intelligence
Until very recently the processing of information remained a task for humans. This largely remained so until the invention of the first programmable computers in the 1930’s and 1940’s. The computers that were developed during these decades and those after allowed for increasingly fast and difficult calculations that would eventually surpass the capabilities of humans. They could not however, make choices. The research field of symbolic artificial intelligence, the dominant approach from the 1950’s to the 1980’s, tried to solve this by using symbol manipulation. Its most popular form being expert systems: large systems of if-then statements (e.g., if a certain value comes above X, start process Y). These systems are still being used today, they are reliable, comprehensive and very useful for applications like safety switches: if the water hits the sensor, open the floodgates. But what is necessary to note here is that a human is still making the underlying decision, the computer itself does not choose the value at which the software triggers. That value is decided by those that implement the software and the latter cannot come up with this value itself. However, recent developments have also made this kind of decision-making possible for computers through methods that are called machine learning. There are many different algorithms and methods of machine learning, but all can currently be divided in three areas: unsupervised learning, supervised learning and reinforcement learning (Bringsjord & Govindarajulu, 2018).
Unsupervised machine learning is concerned with grouping unlabeled data and is mostly used for data mining. An algorithm is put to work on an enormous dataset and looks for connections and groupings in the raw data, this can help discover interesting patterns and trends. This method is often used for image and object recognition, for example in medical diagnoses or object recognition. If the algorithm clusters the object with others that you know are bone fractures, you know that it is likely to be a bone fracture.
Supervised machine learning is a method where the algorithm gets feedback from outside on its results. The most popular current method is the neural network. This design, (loosely) based on neurons in the brain, can “learn” in the more traditional sense. It is trained using a training database that contains samples and classifications. It is beyond the scope of this thesis to cover the technical details here, but the summary is this: Let’s say you want the AI algorithm to recognize the letter “A”. You create a database with different images of the letter A and of other letters and you classify all of them. The algorithm is fed an image and analyses it (maybe it scans the color of 10 specific spots of the image) and it then tries to guess if the image is of the letter A. If this is correct, the algorithm receives positive feedback and it knows that the input it got from this image is more likely to be an A. This is not just based on a yes/no for each spot, but the algorithm can notice trends in combinations of spots. To stick to the example: because it can recognize different combinations as A’s it can perhaps recognize A’s in uppercase, lowercase, written, typed, etc. The feedback-process is repeated with thousands of images and the algorithm adjusts the importance (weight) of each point within different combinations every time.  When the training is done (well) and the algorithm encounters a character “in the wild”, it can hopefully predict if it concerns a letter A or not. The algorithm has in a certain sense decided itself which parameters it uses for triggering certain conditions. This type of algorithm is also used for recognition, but also for prediction and risk management. It was used in the United States to predict the likelihood of recidivism of convicted felons requesting parole (Angwin et al., 2016).
Reinforcement machine learning lets the algorithm loose in a digital environment and only gives feedback every once in a while. The feedback tells it if its overall position has improved by the choices it has made and it remembers this. This is then repeated hundreds or thousands of times and the algorithm learns how to function in the environment. It can be used for a wide range of applications, but the easiest example is a chess A.I. The algorithm is playing a game of chess and can only pick options that are legal. Now let’s say that it moves one pawn forward in the first three moves, its opponent playing normally. After these three moves the algorithm gets feedback about the current status of the board in the form of a score. In this case the score is probably very low, as it has not properly developed its board and only moved the pawn. It now remembers that given these circumstances, the moves it made were bad. Since it is programmed to get the highest score, the best strategies will likely rise to the top over multiple games. In this sense it has “learned” to play the game by trial and error. This kind of algorithm is used by companies like Facebook and Google to maximize the amount of engagement of their users with the platform (and advertisements).
Over the years these algorithms have improved in quality, both by improved techniques and bigger and better databases for training (did you ever wonder why Google has us sometimes select “cars” or “fire hydrants” from photos when you want to access a website). This has allowed them to be used for a wide range of applications such as beating humans in the intuitive board game Go (Mozur, 2017) and predicting what video you will keep you watching on YouTube (Covington et al., 2016), but developers are also looking at applications like the real-time control of traffic signals to improve the flow of cars in busy cities (Srinivasan et al., 2006). In recent years, there has been a steady increase in the use of artificial intelligence by governments in public service, economic affairs, defense and education (Sousa et al., 2019). Smart technologies are starting to become more and more involved in decision-making processes and when they are applied well, these applications have proven to be highly effective and efficient.

[bookmark: _Toc79951442]2.2 Transparency and bias
These algorithms thus have different applications and uses. Some can work with enormous amounts of data and can process much more than a human ever could in a lifetime, others can walk through tens of thousands of simulations. Because these systems can create their own patterns of recognition, A.I. algorithms can use unprepared data, such as photos, and are less affected by small errors in the dataset. They can also help us solve problems through the rapid repetition and optimization of processes. However, these algorithms also have a series of properties that might be problematic, especially for governmental use in democracies.
The first, and perhaps most challenging problem with these algorithms is that they are inherently opaque. While the programmers can of course decide how to code these algorithms and what data to train the algorithm with, when the program starts running it becomes untransparent. Since the algorithm generates its own parameters and can’t communicate them effectively, we can’t see why it has made a certain choice. The most we can see is often a percentage indicating how sure the algorithm is of its decision. Therefore, while it may make a better prediction than a human expert ever could, using a human expert has a clear advantage when the decision has to be evaluated or critiqued.
The algorithm’s decisions are based on the connections between many different variables and their attached weights and it does not know the meaning of its in- or input. In the sense that the program is (relatively) sure that something is a fire hydrant, based on likely characteristics (e.g. being red, having a certain shape, being at the side of the road) but it still does not know what a fire hydrant is, what it is used for, or any of the characteristics that it uses to recognize it. It’s not aware of what these properties mean for humans, it is not aware in a human sense at all. Both the algorithm and a human can point out a fire-hydrant, but their “reasons” for selecting it might be wildly different and they can’t explain them to each other. Maybe it is for this reason that some experts of the game GO thought the strategies of the AI that beat them were refreshing:  “…It’s humbling to see how pros and amateurs alike, who have pored over every detail of AlphaGo’s innovative game play, have actually learned new knowledge and strategies about perhaps the most studied and contemplated game in history” (Anthony, 2017). But while novel approaches and unpredictable reactions might be fantastic in a game of GO, we might not like these that much when we have to make governmental decisions. Especially since the results might not always be optimal, these digital experts are still not infallible (and AlphaGo still lost a game against the world champion). Because these algorithms cannot explain the reasons behind their decisions, it makes it harder for people to accept them.

[bookmark: _Toc79951443]2.2.1 Bias, context and status quo
One of the bigger problems with this lack of transparency is bias. Like with statistics, trends in the data are used by the algorithm for its predictions. This is not inherently bad, it is how we all make predictions on a daily basis, but when there are biases in the data (and/or society) it can be. This is especially problematic when used for decision-making regarding humans, where it can enhance inequalities already present in society. Research into the COMPAS-algorithm, used by U.S. legal institutions to approximate the chance of recidivism in criminals, shows that the AI has just as many false positives for blacks (and false negatives for whites) as their panel (Dressel & Farid, 2018). While at first thought the decision-making of an algorithm seems to be more neutral, the fact that is has to be trained with a dataset makes prejudice an issue yet again. While COMPAS does not use race as one of its 137 factors, race-based tendencies in society make certain combinations of factors overlap with skin color.
A hypothetical example of how this works: We have an algorithm that has access to the values for three characteristics of a person for determining recidivism: living near a river, driving a Toyota and having kids. Now let’s say that living near a river increases your change of recidivism. The algorithm learns this from the data and applies it correctly. Now let’s say that black people are more likely to drive Toyota’s and are more likely to live near the river. This also means that a lot of people that live near the river have a Toyota. Since people living near the river are more likely to reoffend, this means that having a Toyota also becomes a positive indicator for predicting recidivism, as those reoffenders are more likely to have a Toyota. But blacks living far away from the river, where they are a minority, also are more likely to drive a Toyota. When they do, this now also impacts negatively their recidivism-score and they are more likely to suffer negative consequences. The variables used here are of course absurd, but it is clear to see that socio-economic variables tend to correlate with certain cultures. 
	What this example is also meant to show, is that these systems have no way of actively engaging with context. A human judge might know that these characteristics correlate through an individual’s ethnicity and adapt his use of them accordingly. Hopefully, based on the ridiculous characteristics used here, they will disregard them completely. An algorithm will do neither. Nor can it take ethical guidelines into account, an algorithm cannot learn to not be racist for example. Like all predictions, the predictions of an A.I. are based on data from the present, making them based on the status quo. Its inability to correct for certain unjust features of society makes this extra challenging.

[bookmark: _Toc79951444]2.3 The performative digital expert
It is important to think about how to classify these algorithmic decision-makers going forward if we want to examine their impact on Lippmann’s and Dewey’s theories. Comparisons to a classic oracle might come to mind when knowledge is seemingly coming from nowhere and many authors make this comparison (Cerutti et al., 2018; “Digital Intuition,” 2016; Johansson et al., 2006). I argue that this comparison is not apt, as this suggests that there is some outside source of knowledge that we have no control over. When an A.I. is created and trained, we do control the way that it functions and in a certain sense the answers that it will give. The algorithm is not giving answers out of nowhere, it is giving them on the basis of past gained knowledge.
Some authors treat the algorithm as a proxy between humans and the information (Russell & Moskowitz, 1993). In this sense the algorithm might be more aptly compared to a (scientific) theory, using a framework of past outcomes to look for (and predict) future outcomes. This is in a certain sense how these algorithms work in their training phase. But this changes after this is finished. When the algorithm is done with training and ready for predictive use, it no longer learns. The only thing that can be done after when the A.I. proves to be faulty, is scrap it and train a new one. On top of this, the training process and dataset of the algorithm are also tightly controlled. Training too much can make the algorithm not work on slightly different datasets, and structures already present in the dataset (such as sorting) can highly influence the functionality of the algorithm. For these reasons, this comparison is also not apt.
How to best classify these algorithms in a social setting? I argue that the most useful classification of these systems is as a performative digital expert [P.D.E.]. The performative expert is a concept borrowed from American Ethicist Bruce D. Weinstein. Weinstein makes a distinction between two kinds of expertise: “Epistemic expertise is the capacity to provide strong justifications for a range of propositions in a domain, while performative expertise is the capacity to perform a skill well according to the rules and virtues of a practice” (Weinstein, 1993). We know these algorithms are specialized towards a single topic in which they might be able to make better practical decisions than everyone else, but they can’t explain why. They have no epistemic expertise, as they have no idea of the theory behind the decisions they make. But what they do fit very well with is the concept of performative expertise: algorithms learn by doing, by trying, by making mistakes until they get it right.
Then what are the features of a P.D.E.? It is a digital expert that does not know why they make certain decisions (or will not share why), they make these decisions because an enormous amount of experience has taught them that they work. Their opaqueness makes them difficult to oversee and their lack of (ethical) reasoning makes them unable to prevent things like bias by themselves. Their digital nature makes them precise and allows them to make very accurate decisions.






[bookmark: _Toc79951445]Chapter 3: Walter Lippmann

“For the real environment is altogether too big, too complex, and too fleeting for direct acquaintance. We are not equipped to deal with so much subtlety, so much variety, so many permutations and combinations. And although we have to act in that environment, we have to reconstruct it on a simpler model before we can manage it.” (Lippmann, 1922/1998, p. 16)

Born to German-Jewish parents on the Upper East Side of New York on September 23, 1889, Walter Lippmann would become one of the most famous and influential political commentators and journalists of his time. In his career of over 60 years he co-founded the still running political magazine The New Republic, popularized the current use of the term “The Cold War” and the current use of “stereotype” (as we will see later), won two Pulitzer prizes, received the Presidential Medal of Freedom and was an advisor for Woodrow Wilson during the peace negotiations of World War I (Steel, 1980). Besides this he wrote more than twenty books, mostly about the media, democracy and foreign politics. Two of these books, the 1922 Public Opinion and the 1925 The Phantom Public, about the (extend of the) public’s role in decision-making, have proven to be his most influential works. But the debate between Lippmann and Dewey is not just a debate about democracy, it is also about knowledge generation, what a public is and how it is shaped, and the applicability of old ideas in a new time. Lippmann’s outlook for the role of the public in democracy is rather bleak. While he wants to make this role as large as possible, he argues that very little is possible if we want to keep a properly running modern society. What results is (with some very small exceptions) a technocracy. While Lippmann’s solutions are not always the most convincing, his critique of modern democracy remains one of the most thorough and many of the themes have been picked up and were built upon by later thinkers such as Edward Herman and Noam Chomsky.
What is important to keep in mind when reading this chapter is that Lippmann was a liberal thinker that saw government as an administrative problem that needed to be solved (Bybee, 1999). Lippmann was of the strong conviction that the state should be a minimal one and not necessarily try to fix things by coercion. He called the latter the idea of the providential state, it was “…the dogma which all the prevailing dogmas presuppose”  (Lippmann, 1937/2017, p. 4). The goal of government should instead be to solve a minimal set of issues as efficiently as possible, so that the citizens could continue pursuing their individual needs and desires: a so-called night-watchman state.
The rest of this chapter explores Lippmann’s work on democracy, it is structured into three parts: the first concerns the problem of knowledge,  explaining his concepts of pseudo environments and stereotypes; the second part concerns the effect of these conclusions on democratic governance and describes Lippmann’s critique of democratic governance based on public opinion; the third part is about the new, technocratic society that Lippmann proposes and the role that experts and the public can play in this.

[bookmark: _Toc79951446]3.1 The problem of knowledge and the public
Lippmann starts his book with a tale from an ocean island in 1914 (Lippmann, 1922/1998, p. 3). On this island some Englishmen, Frenchmen and Germans live together in a colony. Every two months a boat stops by with supplies and news from the outside world, which they will have to make due with until the next one arrives. So when the next boat moors, the islanders flock to the boat to hear about the news they have been speculating on for the last two months. Except this time they hear that the Englishmen and the Frenchmen have been at war with the Germans for the last six weeks. For these past six weeks they had been their neighbors’ enemies without even realizing it.
The problem of the islanders characterizes the problem that Lippmann sees for the public in a democracy: they inevitably have an enormous lack of knowledge. The people do not and cannot know everything they need to know about their society to make the proper decisions. In the case of the islanders so much so that they don’t even know that they are at war. Of course the example of the island seems extreme: current-day citizens are not isolated from society in such a complete way and through the internet we can get news from all over the world within milliseconds. But even though Lippmann passed away in 1974, just before the internet was rolled out, he would likely still argue that citizens, even those that are interested and well educated, are in a similar position to the island-dwellers regarding our knowledge of the world. For the following reasons:
 Like for the island-dwellers, the world is too complex and big for any human to know or learn by itself, we simply cannot be everywhere at the same time. We have to construct a simpler model of the world for ourselves, one that we can work with. Lippmann calls these models pseudo environments and we insert them between ourselves and the real environment (1922/1998, p. 15). They are frameworks of knowledge (or what we think we know) through which we see the world. These pseudo environments are based on what Lippmann calls stereotypes, incomplete ideas of reality (Lippmann, 1922/1998, p. 79). These stereotypes are not just the racial ones that immediately come to mind, we hold stereotypes about all concepts: Germany, Shakespeare, newspapers, apples, 9/11, the Champions League, the current situation in the Middle East, the list goes on indefinitely. Because we cannot know everything about these topics, they are incomplete and they are not a true representation of the world. Most of them are missing the context and nuance that a direct experience by a local would have. While Lippmann does not make a metaphysical argument, the situation could be compared to Plato’s Allegory of the Cave[footnoteRef:1]. Plato’s philosopher was the only one able to reach the true Ideas and the others are stuck with imperfect representations of them. Those in the cave have a certain knowledge about the moving shadows and would speculate about them and make predictions, but they were very wrong about the nature of these things. In a similar way most people in our current societies will not experience most events directly, but will just make imperfect representations (stereotypes) of them. [1:  And Lippmann cites the philosopher throughout his book.] 


[bookmark: _Toc79951447]3.1.1 Media Products and propaganda
To construct our pseudo environments we hear stories about events we have not seen and of which we do not know the context. When we think about these events we have an emotional response to them as they are filtered through the pseudo environment we have already created, we try to experience them in our minds (Lippmann, 1922/1998, pp. 69–72). Since we can’t experience everything directly and while understanding its complete context, how do we get our knowledge of the world? We have to experience them through the work of others. We do this though what Lippmann calls media products: books, television, newspapers, websites, podcasts, editorials (Lippmann, 1922/1998, Chapter 13). But these products are not pure representations of the world themselves. They are made by people with their own stereotypes and lacking pseudo environments, those creating the medium also filter the world though their own preconceptions. But even if they didn’t, the information is still provided through a narrow medium. It is impossible to represent the complete picture in any form of media, the creator has to select what information to in- and exclude. The creators often have to think about profit and sales as well and will shape their media around the rules of the medium. The latter idea was famously expanded upon by Herman and Chomsky in their book Manufacturing consent (1988). In addition to all these inherent flaws of the media products, we as citizens are also limited in engaging with them. We don’t have the time because we have to work, we cannot read them because we do not understand the language, we have no access to them, etc. All these factors combined make it so that we can’t absorb all the information to create a complete picture in our heads.
Because we have to make a selection in the media that we consume, people tend not to search for the truth. They consume mostly media that fits with the stereotypes they already have and even if they don’t, they take the information from it that reinforces what they think already. This is almost impossible to avoid, as all the information that we consume is filtered through these exact stereotypes when we engage with it. As Henry David Thoreau once put it: “We hear and apprehend only what we already half know” (1962, p. 1571) This means that in modern society having more access to information does not necessarily mean that you are smarter or have a better grip on things. By having access to more media, it is also easier to consume just that information that you are likely to agree with.
Lippmann also knew about the ease with which citizens could be persuaded through media(-products), as he had seen what propaganda could do when he was Woodrow Wilson’s advisor in World War I (Steel, 1980, pp. 124–125). Lippmann thought that the public is too easily influenced by interest groups and those with power: “When the public attempts to deal with the substance it becomes the duper or unconscious ally of a special interest” (Lippmann, 1927/1993, p. 96). The stereotypes of citizens can relatively easily be distorted by those with power, money and private goals and will then absorb confirming information through their newly adapted pseudo environments.

[bookmark: _Toc79951448]3.2 What does this mean for democracy?
The base of Lippmann’s critique is that our notions of democratic governance are built upon the idea of an omnicompetent citizenry that, much like the consumer in classical economic theories, is fully informed about everything (Duff, 2013). These informed citizens then generate an informed opinion and the aggregate of all these informed opinions will form the public opinion on which policy is based. The differences in opinion in this vision of democracy between the members of society are not based on disagreement about the facts, but about the judgments that are made on the basis of these facts. However, according to Lippmann, this type of ideal situation is not attainable in modern societies and can only be approached in small scale societies and only for a privileged few (Lippmann, 1922/1998, pp. 266–269). Examples of these are the Greek city-states or the American settler villages, where privileged male landowners rule in a democratic fashion. They were only truly democratic, of course, if the rest of society is disregarded, but there was a certain equality between the privileged members of the decision-making class. Most Greek poleis also didn’t have more than 1500 voting-eligible citizens, this allowed them to at least recognize most of their peers and outside contact was limited to a few other states. Since the social and economic positions of those making the decisions would be relatively similar and the influenceable world relatively small, they would mostly know and agree about the same facts, as they were all in contact with the same local environment in the same way. Therefore, their disagreements were based on judgments about what to best to next based on these facts. 
Outside contact and growth threaten these democracies, as the range of the decision-making goes beyond every participant’s direct and certain knowledge (Lippmann, 1922/1998, p. 270). Modern society’s development has made it so that decision-making can no longer be just about our own perceptible world. As intricate trading networks and political alliances span the globe, democratic citizens effectively have to make choices not just about their country, but about the whole planet. And even if this would not be the case, according to Lippmann, their own societies have become so populated and complicated that they could not fully understand them in a hundred lifetimes. To even begin to understand its laws or tax code often requires a multiple-year degree. As seen in the last chapter, this means for the democratic citizen that their information cannot come from their own direct experience any longer, it has to come from somewhere and someone else, it has to come from (flawed) media products.
Lippmann argues that this transformation therefore is why democracy is no longer workable in societies. This is why Lippmann named his second book on the topic The Phantom Public, the public as we see it in democratic theory is nothing but a fiction. This leads to two main problems for democracy. Firstly, the fact that citizens can no longer grasp all necessary information and have to make a selection causes our pseudo environments to start to differ from each other. This means that modern citizens (unlike those in the Greek polis) are no longer agreeing about the facts. The democratic discussion is no longer about what to do with the facts, but now also about the facts themselves. The shared base of knowledge underlying the democratic debate is therefore partly lost and it is making debate evermore impossible. Secondly, while people’s pseudo environments are inevitably becoming deeply flawed, they still form the basis of their owner’s opinions. A public opinion aggregated from these opinions, Lippmann argues, is therefore not a good foundation for a society’s governance.

[bookmark: _Toc79951449]3.3 A new society: experts and the public
Because modern society is so complex and its governance systems so expansive, it’s not transparent or even intelligible for everyone. Things can deliberately be kept secret, but as mentioned above: there is just too much information for one person to read and study it all. But this does not mean that it is completely opaque to every single person. Instead, certain sections of society are transparent to certain other sections. Lippmann gives an example of accounting reports of the railroads (Lippmann, 1927/1993, pp. 33–34). Do we read them? Probably not. But certain officials, executives and representatives might do so. To these people the railroad finances are transparent, to the others they are not. 
	Lippmann divides his society on the basis of this idea. Those to whom a subject is transparent are the experts, those to whom it is not are the public. This means that those who are part of the experts regarding one topic (e.g. railroad finances) are part of the public on another (e.g. education) (Lippmann, 1927/1993, pp. 100–104). In the terms used in public opinion: those that are experts have a knowledge that is less based on the inaccurate stereotypes, their pseudo-environment is more accurate when concerned with this subject. This makes the expert better suited to make decisions on the topics where society is transparent to them. Because of their differences in knowledge, the public and experts get different roles in Lippmann’s new society. The former, being less informed, should not really be involved with decision-making.
	But while Lippmann’s conclusions and solutions are certainly elitist, he did not think of himself as an anti-democrat (Di Mascsio, 2012; Schudson, 2008). He seems to have wanted to involve the public, but public opinion could just not be trusted with deciding on these very difficult and important matters (Jansen, 2009). For this reason, while perhaps not anti-democratic, he is “forced” to an undemocratic outcome. Lippmann wants to involve the public, but sees it currently only fit for a very small, unsubstantial role in very specific situations. Note that these proposals by Lippmann are not accompanied by elections like in a representative democracy. If the public is not suited to make decisions, it is also not suited to choose representatives on the base of their proposals. Why would they suddenly be informed enough to choose between those proposed options? Lippmann does argue however, that should a greater role be possible for the public, that the public should then be given greater responsibility. He just does not see a way to do this at the current time. The new society that he proposes is therefore a (near) technocracy, where experts rule and there is just a very minor role for the public. 

[bookmark: _Toc79951450]3.3.1 Two types of experts
Lippmann’s new society divides experts into two different groups: those that inform and those that make the rules and policy based on this information (Lippmann, 1922/1998, pp. 381–384). These two groups should be as separated as possible in every aspect (funding, recruitment, etc.) Both groups have goals and tasks of their own.
	The decision-making group makes policy decisions based on the information received from their counterparts. The decision-makers are not the generalist politicians we see as the leaders of most countries today, they are experts themselves. The governmental structure that Lippmann envisions is not one of a strong central authority, but one divided in my different specialized institutions. Lippmann decries the fact that in the current hierarchical government structure there has developed a whole layer of employees that are trained in making the knowledge of the experts intelligible for those who lead. These layers of bureaucracy filter through the information with the ideal of presenting one piece of paper which the politician can approve or disapprove. “This whole development has been the work, not so much of a spontaneous creative evolution, as of blind natural selection” (Lippmann, 1922/1998, pp. 370–371). The men at the top have slowly delegated all their tasks to those below them, asking everyone below him to filter through these stacks of research and help him make decisions. Within the current structure, this is unavoidable, as those at the top can’t be experts on all topics and therefore have to rely on others. A set of equal, specialized governmental institutions is therefore preferable.
These policy-making experts should make their rules and policies in such a way that their effect can be tested. The rules in Lippmann’s state have to be clear and clearly demarcated. This way the results of these measures can be studied and corrected when necessary. Though this approach science and scientific knowledge generation and the application of administrative techniques are the backbone of Lippmann’s new vision (Goodwin, 1995). Small changes and improvements, rather than sweeping changes, would lead to a better society. To support these institutions of decision-makers a series of research institutions is thus necessary. These are the experts that inform and have to research the workings of society and provide information as accurately as possible. They should not make value judgments based on this information and should stay as far away as possible from the decision-making of the policy-making group. 
Here Lippmann sees a great role for the social and political scientists, who according to Lippmann are undervalued assets. Unlike their colleague in the natural sciences he can’t repeat and refine his theories ad infinitum and in isolation, leaving him with little actual proof for his theories. He is underfunded and has to jump through a lot of unproductive hoops to get into a position to influence and even then he himself inevitably doubts his work because it is less certain than that of the natural scientist. On top of this the social scientist has little access to the decision-makers, he has to puzzle together his research with data collected, requested and published by others, others that often had political goals while doing this. Lippmann compares this to a medical researcher who has never been in a hospital, can’t use animal tests and has to rely on the stories of nurses that all have a different methodology to get his information (Lippmann, 1922/1998, p. 374). This would of course not be successful and in the same way it can’t be successful for the social scientist. But Lippmann argues that a more practical version of social research is already being done in government institutions.
Lippmann wants to release the social scientist from the pressures and limitations of academia and put them to use in the practical world. Like the medical researcher, he has to be able to do practical research from within. This practical social science plays a great role in the formation of rules and the testing of their quality. The results of the small changes and tweaks made to the policies of society can be studied and corrected when necessary. Through this approach Lippmann develops science and scientific knowledge generation and the application of administrative techniques as the backbone of his new vision (Goodwin, 1995). Small changes and improvements, rather than sweeping changes, would lead to a better society.

[bookmark: _Toc79951451]3.3.2 Public opinion
In this new society, Lippmann saw two uses for the public: prevention of corruption through openness and tie-breaking. Lippmann was not naïve and he recognized the fact that elites might have interests of their own and that one could not simply rely on the fact that they would act for the good of society. Therefore, there has to be a way to keep experts accountable when they willingly act against the common interest of society for private gain. Because the public has not enough knowledge the topics at hand, it cannot be trusted to pick the right experts for the job in the sense that it does in a representative democracy. But what it can be trusted with is to combat self-interest within the elites. For the use of the public in this way, political scientists should establish and teach criteria which can be relied upon to distinguish between reasonable and arbitrary (self-interested) behavior. Civic educators should teach reasonable steps to be taken as social action about rules. This essentially means that the public has certain regulated channels through which it can interfere when the insiders (experts) are acting in their private interest instead or following the rules set out to the good of the public. But only when the abovementioned intervention-procedures are provided, should the public interfere. Otherwise the public should wait and see what is going to happen. To summarize Lippmann’s thoughts on the public: “the proper limits of intervention by the public in affairs by its capacity to make judgments” (Lippmann, 1927/1993, p. 131). Lippmann does not go into depth about how these anti-corruption channels should work, this is for the political scientists to find out. The second task of the public is that of a tie-breaker. When two groups of experts disagree about what to do next or about who should tackle a problem, there should be a way for the public to step in. Not by deciding who has the best plans going forward (they are no experts), but by selecting the institution that they think should solve this task (Lippmann, 1922/1998).
Lippmann leaves little room for the public in his new society. However, as the public differs per subject, all experts are also bound to be part of the publics. This means that these is not a single group in power in a hierarchical structure, but that there are a lot of small expert groups that operate on an equal level and on their own territory. Through this Lippmann tries to get those people to decide that have the best overview of that part of society and whose pseudo environments are based the least on faulty stereotypes. This approach should see to it that the best decisions are made for all of society.

[bookmark: _Toc79951452]Chapter 4: John Dewey
John Dewey (1859-1952) was a U.S. philosopher and educational reformer that was one of the leading thinkers at the start of pragmatic philosophy and functionalist psychology. He was president of the American Psychological Association in 1899, taught at several schools and universities and was a very prolific writer (Pillsbury, 1957). His collected works span thirty-seven volumes and span a broad range of topics including psychology, philosophy, ethics, pragmatism and democracy. His pragmatic approach (that he sometimes called instrumentalist) can be seen in his work on education, but also in his writings concerning democracy. In 1927 he wrote a response to Lippmann’s arguments against democracy with his book The Public and its Problems (Dewey, 1927/2016). Dewey didn’t disagree with Lippmann’s analysis of democracy. In fact, in his 1922 review of Public Opinion he states:
“To read the book is an experience in illumination; no painter manages lights and shades better or uses color more dexterously to build up solid forms. The figures of the scene are so composed and so stand out, the manner of presentation is so objective and projective, that one finishes the book almost without realizing that it is perhaps the most effective indictment of democracy as currently conceived ever penned.” (Dewey, 1922/1983, p. 337)
Dewey agreed with Lippmann that there was a bridge to be built between the limited (political) capacities of the citizen and the complexity of the citizen’s environment (DeCesare, 2012). But while Dewey was impressed by the analysis, but he thoroughly disagreed with all of Lippmann’s conclusions. Dewey disagreed about Lippmann’s concept of knowledge, on what democracy was, the proper position of the expert vis-à-vis the public, the role of the government, and the way forward for society. He thought Lippmann's analysis impressive, but impressive within its own liberal individualistic framework and scholastic thinking (Dewey, 1927/2016, Chapters 5–6).
Dewey’s critique is constructed on two different levels. The first part focuses on Lippmann’s conception of knowledge. Dewey argues that Lippmann takes an approach to knowledge that is too atomistic. Knowledge is not just based on the relation between an object and its observer, knowledge is gained within a societal structure. This is combined with Dewey’s pragmatist viewpoint that knowledge is gained by experience, not theory. Dewey argues that although the citizen cannot be all-knowing or all-competent, this is not necessary for fulfilling their role in democracy. What citizens need is a different kind of knowledge: social knowledge (Dewey, 1927/2016). Social knowledge is the knowledge about how to function and problem-solve in a (democratic) society. Through this notion Dewey argues that an intelligent political life is indeed possible (DeCesare, 2012). From this different knowledge also springs a different kind of public. Publics shape around goals that theories try to get us to and a theory is only worth something when it helps us reach this goals. The second level of Dewey’s critique is about Lippmann’s conception of democracy. According to Dewey a democratic government is just one expression of democracy. Democracy itself is an ideal for society that we should always strive towards. Lippmann and others see democracy too narrowly and it is exactly for this reason that it does not seem to work. While Dewey agrees with Lippmann that the public is struggling in shaping modern society, he thinks that it can be saved and lays out guidelines along which to proceed.
This chapter explores Dewey’s response and proposals, it is structured into three parts:  A pragmatic theory of knowledge, explaining Dewey’s pragmatist and instrumentalist worldview; Democracy, in which his concept of democracy as an ethical ideal is treated; and Experts and the public, about a different conception of the public and the role that experts play in society.

[bookmark: _Toc79951453]4.1 A pragmatic theory of knowledge
As a pragmatist thinker Dewey looked different at the concept of and the acquisition of knowledge and he critiques Lippmann approach. As a pragmatist and an instrumentalist, Dewey thinks that knowing the world is impossible without agency within it (Legg & Hookway, 2021). As for other instrumentalists, theories and ideas are useful instruments to predict the world, but there is no higher, transcendent form of knowledge. Knowledge is what works in the world to reach a certain goal. Science and inquiry are therefore nothing more than the solving of practical problems, which are encountered all of the time in daily life (Dewey, 1938, pp. 101–119). These problems do not necessarily have to be completely practical, they can also be ethical societal problems or ideas about long term goals. But the solutions that are found are both products of their time and place and not universal (Festenstein, 2018). Ethical theories, for example, can be useful to achieve certain goals in certain circumstances, but there is no inherent (Kantian) value to certain actions.
This means that the environment plays a great role in knowledge generation and consequently that knowledge about the environment and being inside the environment are more important as well. While Lippmann also argued that people formed wrong stereotypes based on their lack of knowledge about the environment, for example when making decisions about foreign affairs without understanding the cultural circumstances, his view of knowledge is more atomistic. His theory of knowledge is what is called a spectator-theory, where a person studies/looks at a subject and through this gains knowledge about it. This way of thinking sees beings in a Cartesian light, focusing on the individual gaining access to some transcendental form of truth. But Dewey’s theory of knowledge is much more embodied, knowing is impossible without being within the world and actively searching for it (Quinton, 2012).
According to Dewey the concept of an individual is just an artificial frame used for a certain purpose. In biology, we focus sometimes at the forest, sometimes at the tree, sometimes at the leaf, sometimes at the cell, is any of these the “true” individual (Dewey, 1927/2016, p. 208)? It makes no sense to always claim of the citizen to be the individual in our philosophy. When we stop looking at humans as atomistic beings, separated and developing all by themselves, this brings with it a different kind of knowledge-generation. Dewey argues that human knowledge is not generated between one individual and the phenomena that they observe, but in the context of human cooperation. To cite Dewey’s own words: “a thing is fully known when it is published, shared, socially accessible” (Dewey, 1927/2016, p. 198), knowledge is only truly knowledge when it is available for people to use. Human society collects this knowledge and its inhabitants develop within it. A mechanic now might now just as much (or more) about electricity as Newton did in his time. Had Newton lived in our time, he would know much more about it than the mechanic (Dewey, 1927/2016, p. 226).
In a similar way citizens can learn more about the (political) environment that they have to function in. A state of social affairs infused with knowledge, Dewey argues, raises the level of intelligence of all. So as knowledge about public affairs, government and various other topics gets disseminated through society, citizens will become better suited to make decisions. Dewey’s goal is to connect governmental democracy to societal democracy through the cultivation of this social knowledge, the unhindered spread of information and a local approach.  By coming into contact with democracy, citizens learn about it in the same way that we learn about electricity by using our phones and other devices (Dewey, 1927/2016, p. 188). We might not know every little intricacy of how electricity works, but we know enough to be able to use it. Likewise, when we get used to democracy, we get more adept at it. Through this democratic social knowledge, Dewey thinks democratic societies can recapture intelligent political life (DeCesare, 2012). This would make it possible to demand more from the democratic citizen than Lippmann thought possible.

[bookmark: _Toc79951454]4.2 Democracy
The truth of pragmatist knowledge depends on the goal that the one testing the knowledge wants to achieve, but what are these goals? This is the second point where Dewey disagrees with Lippmann. The latter sees (democratic) governance just as a means to an end, society needs to reach a certain goal and the government/expert tries to make it happen. But democracy to Dewey is not just a form of government to reach other goals, but also a goal in itself. Central to John Dewey’s argument is the fact that to him, democracy a far wider concept: democracy is an ethical ideal, a way of life (Dewey, 1927/2016). A democratic government is just one of the arrangements that comes from the living organism that our society is. Democratic life is present everywhere: the workplace, families, friend groups, even in some animal groups (Dewey, 1927/2016, Chapter 1). The fact that we mainly see democracy as a way of governing and not as this broader concept, is because we see our modern societies through classic theories and old notions of the term. For these old thinkers, societies and states were small, contained communities such as the Greek city states. But the modern society and state is not arranged like that anymore. We put these classic theories of democracy in an entirely different context and are surprised when they work differently. In Lippmann’s terms we could say that our ideas of democracy and the state are based on wrong stereotypes. To use Dewey’s words: “The moment we utter the words ‘The State’ a score of intellectual ghosts rise to obscure our vision” (Dewey, 1927/2016, p. 63).
Lippmann’s critique of democracy is based on the idea that it’s a form of government that is not viable outside small isolated communities like that in Greek poleis. But since in the old days where our notions of democracy were formed, politics then was so local (and only done by rich men) and societies were so small, politics was almost always local. Since almost every Greek polis was a small community, their inhabitants knew each other. They lived together, worked together and would probably at least recognize the faces of all others in the polis. Even though they didn’t include certain groups in the decision-making process, they still saw what happened to them and their fates were bound in some ways. What we are currently doing is looking at these old community-based democratic concepts and theories through the lens of classical liberal individualism. Unlike the Greeks, we see our fellow citizens not as team-members to which we are bound, but as separate individuals. 
But if we accept (like Dewey) that our individuality is shaped by the wide range of institutions that shape our social habitat, then the rules and norms of governance are too important to be left to change, dogma or tradition (Festenstein, 2018). Citizens should have an active role in shaping the society that shapes them. If we think like this, Dewey argues, politics is no longer about a government that has to keep society in check, but it is an ethical community of citizens. The citizens, through democracy, take part in shaping society and in turn society shapes the person that partakes in it. Dewey argues that the liberalism that our societies are based on likes to pretend that the individual exists before the social institutions that it lives in. But the individual exists in a relation with society. Therefore, negative freedom should not necessarily be the starting position that the government then infringes on when it makes rules and institutions (Festenstein, 2018). For this reason, Dewey takes an active approach to freedom and sees the state more like a facilitator of these freedoms. It is therefore not strange that Dewey takes a bottom-up approach to democratic governance, arguing that we should cultivate democratic notions and institutions locally and throughout society so that all can flourish. Through this process citizens will also become better able to make good, democratic decisions outside of their own local communities. Dewey doesn’t show a specific way in which this society should be structured, but the goal should be to make every single part of it as democratic as possible.

[bookmark: _Toc79951455]4.3 Experts and the public
Like Lippmann, Dewey does not take up a standard notion of the public, but also one that is centered on a subject. However, since Dewey’s pragmatism places experts as agents within society, there is no simple division between those-who-know and those-who-don’t-know. Dewey’s public start existing when a problem arises in society. Dewey begins this argument by arguing that humans, unlike animals, don’t act mainly on instinct. We have an developed ability to foresee the consequences of our actions and can act and plan with this knowledge in mind (Dewey, 1927/2016, p. 179). Because of this we can (fore)see negative consequences for others of certain actions by ourselves and others, things often called negative externalities in economics. While most actions in society are freely done by private individuals, when these actions start to affect others, a public might come into existence. When enough people experience these problems (or see others experience them), they want to do something about it. In a classic small-scale democracy, if people want to fix these problems in their community they can talk, debate and take (political) action.
	However, Dewey’s publics have a hard time shaping themselves in the modern world. The modern society has made the world much more interconnected and the effects of actions much more widespread. This makes it hard for the public to know what the causes of their problems and the consequences of their proposals and political actions are. This makes clear debate and discussion difficult and stops the public from forming itself. Because of the widening of our political world, we also more often interact with people in a less direct (face-to-face) way. Through this, politics does not need to be personal anymore. The fact that the people that should together form the public do not know each other personally anymore also makes organization more difficult and goals harder to set. Even if they are facing the same problem, people might not have the same solutions in mind. We can see this clearly with the crisis around global warming. Here (almost) everyone has the same goal, but some think it more urgent than others, some might have to sacrifice more, some will face more consequences but can do little to counter it, etc. Because of this, democracy tends to become nothing more than the will of the majority. What matters for Dewey is not that there simply is a majority, but the way that this majority is formed (Festenstein, 2018). It is about the democratic relationships between those that shape it.
	The solution that modern states often choose when faced with the following lack of quality in democratic decision-making is to hire experts and centralize more. Dewey does not believe that Lippmann’s technocratic and centralized expert solutions will grant solutions that are better for the average citizen than those with citizen involvement. The interests of experts will inevitably (start to) diverge from those of the average citizen and become increasingly oligarchic. Democracy, even in its more rudimentary forms such as majority rule, involves discussion and consultation that can uncover the problems and wishes of the citizens (Dewey, 1927/2016, pp. 223–224). But this does not mean that Dewey is anti-science, quite the opposite. Dewey’s political work is built on two main pillars: the idea that science and democracy are mutually supportive, and the pragmatism mentioned above (Festenstein, 2018). However, from of this pragmatic idea of knowledge he argues that the goal of (social) inquiry/science is to find solutions for problems that are present in society. One of the end-goals of this research should therefore be to make society more democratic.
A connection between the public and the expert is therefore necessary for good science, as only the public truly know their own problems. In a sense, the public can perhaps be called the expert of their own life. Dewey gives the example of a shoemaker: “The man who wears the shoe knows best that it pinches and where it pinches, even if the expert shoemaker is the best judge of how the trouble is to be remedied” (Dewey, 1927/2016, p. 224). While there is indeed an important role laid out for the expert in how to proceed, he cannot do so without input from the citizen. For Dewey therefore the most important role of an expert is to inform the public. The expert does this best because he, compared to the public, knows best how to inquire these topics. The expert can also be part of a public, he is a citizen after all, but these are two roles that he should try to separate. The public on the other hand should be able to weigh the facts presented to them by experts and there should be an open dialogue between its members.
	Dewey’s pragmatic approach to knowledge and his definition of democracy as an ethical ideal, make him able to solve certain issues that Lippmann raises. An important concept in his line of thought is social knowledge. This is the knowledge that a citizen needs to be able to function in a democracy, this knowledge is part of society and can be cultivated through the free spread of relevant knowledge through society. The overall level of knowledge in society raises the level of knowledge each individual raised and schooled within it. It is no surprise that where Lippmann rejects education as the savior of democracy, a philosopher of education like Dewey does quite the opposite.



[bookmark: _Toc79951457]Chapter 5: Dewey and Lippmann and the performative digital expert
How do these writings from the 1920’s hold up in the digital age? In this final chapter I explore the effects of the P.D.E. on Lippmann’s and Dewey’s theories and try to answer the main questions of this thesis: Can Dewey’s pragmatist solutions for democracy deal with the challenges of artificial intelligence? Or is Lippmann’s technocracy becoming increasingly unavoidable given these challenges? The chapter starts with an analysis of the effects that P.D.E.’s have on Lippmann’s analysis of democracy, on his proposals for a technocracy and lastly on Dewey’s social knowledge and democracy. 

[bookmark: _Toc79951458]5.1 Lippmann’s analysis: Fake news and social media bubbles
The effect of the digital expert can be clearly seen in current day politics. The problems that Lippmann sees for the public and the way it can be influenced seem to be multiplied. Digital power influences and is weaponized to influence the stereotypes and pseudo-environments of the people. These P.D.E.’s employed by social networks have become masters at keeping people engaged. They work with the fact that people would rather interact with information and people that they agree with. In Lippmann’s terms: with information that reinforces the stereotypes that they already have. This also leads to the existence of so-called rabbit-holes, where groups of individuals slowly gets pulled in further into content with a certain topic. Most people that have used YouTube have probably experienced this: you click on that one video with that weird topic and now your recommendations are filled with similar videos. The expert recognizes that people that have watched this video are more likely to watch the others. This is not necessarily inherently problematic, if you like woodworking then you probably like more video-recommendations about woodworking, but it becomes dangerous when venturing into political subjects. Unlike in (good) newspapers, viewers will rarely get to see nuanced views that are opposed to their own. Recommendations will become more extreme as time goes on and viewers get “sucked into rabbit-holes” towards extremist views. Though it is far from the only cause for it, the results of this targeted information can be seen in the current division in U.S. society. Looking at republican and democratic online fora and even news stations can seem like entering two different realities. They don’t just disagree about political solutions, but also about more and more about the underlying facts, one of the main reasons Lippmann argued that democracy did not work in his time.
People mainly come into contact with content shared by those that they chose to follow and with content that the algorithm thinks they will engage with. Since social media largely does not lend itself for thorough discussion, this last category will consist mostly of information that people like and information that they vehemently oppose. The more extreme the content, the more likely it is to get a reaction. Since the algorithm does not care about the reactions themselves and just about maximizing the length the website can show you advertisements (to click on), this causes it to push more extreme information that will engage you for longer. This can generate so-called rabbit holes, where people slowly shift towards the extremes of the political spectrum. Outside their own extreme bubble, these people are also more likely to see extreme opposing views that they are thus even less likely to adopt than those in the middle of the spectrum.
The P.D.E. does not care if the information is factual or not. The single goal of engagement in mind, they spread disinformation and fake news just as (or more) willingly as investigative journalism and scientific articles. We can see the results of these processes in the challenges that current-day societies face when people start to live in different (personalized) pseudo-environments, they don’t start from the same set of facts and political discussions become ever more impossible. The digital expert seems to have intensified the problems that Lippmann thought were making democracy impossible.

[bookmark: _Toc79951459]5.2 Lippmann’s technocracy and the P.D.E.
But can Lippmann’s technocracy deal with the problems itself? Lippmann’s technocracy intuitively seems to fit well with a digital expert. Who is better suited to rule than the raw, unemotional, logic of the technology itself? But if we look at these experts through the concept of the P.D.E. it seems not completely without problems for Lippmann’s theory. His concepts of knowledge and experts seem more like the theoretical kind. But to explore their functionality more in-depth, it is important to explore how the P.D.E. would fit in the expert roles in Lippmann’s society. Like all experts, the P.D.E. can play two different roles in governance: the information gatherer and the decision-maker.
	Can the P.D.E. function as an information gathering expert? As we saw in chapter 3.3, Lippmann wants to take the social scientist from academia and make them more integrated into the political process. They should concern themselves with a more practical form of science, namely the studying of society and the effects of changes in rules and policy. Remember, for Lippmann good governance is solving the challenges of facilitating society as efficiently as possible. Detecting (small) changes is a task that the P.D.E. can do very well, they are good at detecting patterns in data and can be very useful in this sense. It can’t explain why these changes have happened, but that is not necessary per se. Those making the decisions have to make their rule changes in such a way that the changes it causes can be easily tested. They then receive this data and can make decisions based on it. Therefore, if the rule-changes are isolated enough, there would be no need for explanations from those supplying the information. This would naturally change if many changes are made simultaneously and on many different subjects. In these cases there is probably a need for a more directed theoretical approach to find the effects of one specific measure. The P.D.E. is therefore more likely to be able to function in Lippmann’s limited form of government than in today’s expansive (welfare) states.
	Can the P.D.E. function as a decision-making expert? A P.D.E. in the role of decision-maker seems difficult in Lippmann’s society, as he argues that experts should rule precisely because the area of their expertise is transparent for them and other experts and this includes their own decision-making. All experts are controlled by other experts and failures should be able to be examined to avoid them in the future. Letting the P.D.E. make decisions about the great changes in society would therefore not fit well with Lippmann’s technocracy. But Lippmann is no fan of giant sweeping changes at all, governance is about optimization. Making small changes and optimizing is a specialty of the P.D.E. and while it cannot explain why these changes are made, this may be less important for minor changes in percentages and ratios in policy. For these kinds of small tweaks, making policy by a human expert would likely also be some form of trial and error. As the goal for Lippmann is efficiency of government, it is very plausible that he would condone the use of the P.D.E. for this kind of supportive decision-making. It seems therefore that the P.D.E. can get a place in Lippmann’s technocracy, albeit with certain conditions. As an information gathering expert it is only possible if policy changes are isolated and the P.D.E. is not suited for the investigation of broader, new problems. As a decision-maker the P.D.E. is employable as a fine-tuning support of leadership. 

[bookmark: _Toc79951460]5.3 Dewey’s pragmatism and the P.D.E.
P.D.E.’s such as A.I. pose a theoretical conundrum for Dewey’s pragmatism and social knowledge. On the one hand pragmatic knowledge is mostly concerned with what works, on the other hand Dewey’s social knowledge is all about spreading knowledge throughout society. In the time of Dewey’s writing there were likely no examples of such usefully predicting but closed systems.
	The pragmatist generation of knowledge is focused on its usefulness in achieving a goal. In this sense the use of data generated by these experts can be useful in achieving societal goals. On the other hand this problem-solving should be based on careful deliberation, either by yourself or in cooperation with others, and it is questionable if the fact that a simple “this just works” is enough to base the solutions on. That said, ofttimes having the complete picture is not necessary or even possible. While humanity still has not figured out what gravity is, we know enough about how it works to make predictions with it. Even outside these kinds of fundamental problems it is questionable if the average citizen knows the intricacies of scientific research and statistics. When they read/hear about research findings in the news, they will probably not rush to the internet to find out how solid the findings are and if the paper is peer reviewed. Maybe it would be enough for the citizen to know the general workings of P.D.E. systems to make an assessment.
The difference, however, is that the knowledge is not in the shared knowledge of society. In the case of science we know (or at least hope) that scientists and statisticians might review the results and that citizens will also know about it if the findings are incorrect. This causes this updated knowledge to become part of the social knowledge of society. In short: a group of people in society know how this knowledge was generated. When a public is starting to form around a topic, this knowledge will come forward in the discussion and will be taken into account accordingly. But when dealing with conclusions from a P.D.E., there is no way to see within the process itself. Of course there is knowledge about how the expert was trained and what kind of data they got to work with, but it is questionable if this would be enough for Dewey as a pragmatist.
I argue that Dewey would think it unsufficient, as for him inquiry (into political matters or elsewhere) is very focused on why a certain method reaches its goal. If knowledge is about an approach working in the real world, how can we ever get knowledge if we don’t know the approach? As long as the P.D.E. does not know or does not want to share the “why”, we will never learn from using its answers. This knowledge will not go into the societal pool of knowledge and will therefore become no knowledge at all as for Dewey information becomes knowledge when it is known by many.

[bookmark: _Toc79951462]5.2.2 Dewey’s democracy and P.D.E.’s
If the information from P.D.E.’s doesn’t become knowledge, then the question is if a citizen can function in Dewey’s democratic society without having knowledge of this part of the process in its toolbox of social knowledge. Is this knowledge necessary to function in a democracy or is a very limited level of knowledge about P.D.E.’s enough? Might it be similar to needing to have enough knowledge about electricity to use a phone? This is perhaps the case when making decisions about less important subjects or for decisions that have to be made hastily. Arguably, sometimes knowing that something works with a relative certainty could be enough for citizens that have to partake in an extensive democratic program.
But another problem for P.D.E.’s in Dewey’s democracy is the fact that they are not situated socially in society and that they therefore have little to no knowledge of the local environment. For Dewey, centralization leads to mediocrity and the P.D.E. is inevitably norm-confirming. They can’t learn efficiently using very small, local data, as it is too little to learn from, it is inherently centralized. It can have little nuance, because they need so much data to train. It is inherently top-down and this is problematic for Dewey, who wants to train citizens for democracy bottom-up so they can get experience in it. On top of this, the P.D.E. itself can’t take into account the ideal of democracy, as it can’t easily be quantified. This might cause it to produce outcomes that work against the democratic ideal of society. Even when it doesn’t make direct decisions regarding the governance, it might cause trusting citizens to do so based on its unfounded predictions. For Dewey, this would be unacceptable as well, as the democratic ideal should be worked towards continuously in every part of society. The fact that these P.D.E.’s are inclined to favor the status quo and could even have biases against certain publics that want to organize change makes them even less acceptable. Dewey wants and expects active change in his society, it is how it can move towards a better, more democratic society.
In short, the employment of the P.D.E. has proven to be very problematic for John Dewey’s version of democracy. Its untransparent nature seems to neither work well with his pragmatic concept of knowledge nor with the building of social knowledge that is necessary for the citizen to function in a modern democracy. The fact that its decisions and predictions favor the way things are and could even work against publics trying to tackle societal problems is the last of this long line of problems.
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Chapter 6: Conclusion and reflection
In this thesis I have tried to answer if Dewey’s pragmatist solutions for democracy can deal with the challenges of artificial intelligence (the performative digital expert) and if Lippmann’s technocracy has become increasingly unavoidable given the challenges that it brings? As can be read in chapter 5, the untransparent nature of the P.D.E. has made it practically unusable for Dewey’s pragmatic democracy. Lippmann’s technocracy is better able to handle their use, but for the most part only when combined with a very minimal role for the state. It can however be used to fine-tune policy made by other experts. However, Lippmann’s governance also struggles with these experts and it therefore cannot be concluded that his technocracy has become unavoidable.
	The fact that both theories seem to struggle with the P.D.E. might be partly explainable by the fact that the use of these experts for commercial ends and for the spread of propaganda seems to have intensified the problems that Lippmann saw for democracy. The current problems with fake news and extremist rabbit-holes seem indicators that Lippmann’s criticism on democracy is as relevant as ever. These issues, combined with the lack of ethical awareness of the P.D.E. makes the latter difficult for democratic use. What is does cannot be properly controlled from the outside and it has no inhibitions from the inside. The use of these untransparent systems for prediction and problem-solving seems to remain a difficult problem for modern democracies. Especially since these predictive algorithms inherently reinforce the current status quo. Regrettably, Dewey’s solutions for the problems of the 1920’s have not proven to be decisive in solving this problem of the 2020’s. 
	Nevertheless, the problems surrounding this topic will not be disappearing anytime soon. The complexity of society will only keep increasing and the use of artificial intelligence becomes more widespread every year. The research done so far on the impact of these technologies on the structure of our societies is very minimal. If we want to keep (or regain) functional democratic rule in the future, it is important that society finds ways to deal with these new digital experts might prove to be a solution for some problems and a cause for others.

[bookmark: _Toc79951465]6.1 Recommendations for further research
Both Lippmann and Dewey were very prolific men. The Lippmann archives at Yale contain 107.25 linear feet (123 boxes) of official publications  and 146.75 feet (311 boxes) of personal correspondence (Robert O. Anthony Collection of Walter Lippmann (MS 766), n.d.; Walter Lippmann Papers (MS 326), n.d.). The complete works of John Dewey span a 36-volume collection, most of these volumes are between 400 and 600 pages long. Both authors engaged heavily in societal discussion outside their publications in the media and personal correspondence. To read even the essential works of both of these authors would be an enormous(ly interesting) undertaking that was not possible within the scope of a master’s thesis. While this had as an advantage that the discussed works could be treated more in-depth, the works of both authors indubitably still contain writings that can shed a new light on these important matters.
	In a similar way, there are whole schools of thought and many authors that can be linked to this debate and the issues around P.D.E.’s and for which there was too little room in this project. Both the pragmatist school and the field of deliberative democracy are indebted to Dewey and can prove especially interesting for exploring the connection between democracy and opaque knowledge generation, just as constructivist approaches to democracy and social relations. Lastly, the surveillance literature might be interesting for finding ways for democracy to deal with hidden knowledge.
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