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Abstract 
 

 

 

 

As once written by Wolfe (1994; p.405) “The most consistent theme found in organizational 

innovation literature is that its results have been inconsistent”. The relation between innovation 

and firm performance has always been a very tricky, yet important one. This study sets out to 

understand this relation in more detail by looking at the different innovation types; product 

innovation, product-service innovation, organizational innovation and technological 

innovation, and their potential interactive effects on firm performance. The research question: 

To what extend do the different innovation types have a combined effect on firm performance 

in the Dutch manufacturing industry? Is explored through testing eight hypotheses with 

multiple hierarchical multiple linear regression analyses. The data used to test these 

hypotheses is obtained from the EMS survey dataset of 2018. The dataset consists out of 203 

manufacturing firms in the Netherlands. The results show that there is a significant positive 

effect of product innovation and technological process capabilities on firm growth, especially 

employee growth. Product innovation and organizational capabilities had a significant 

negative effect on firm growth. Furthermore, the combination of organizational capabilities 

and product-service innovation had a significant positive effect on firm growth.  
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1.  Introduction 

 

1.1 Background and Problem indication  

Besides its effect on societies (Dachs and Peters, 2014), economies (Grossman and Helpman, 

1994; Hasan and Tucci, 2010; Hausman and Johnston, 2014; Romer, 1986) and even the 

environment (Nordhaus, 2007), innovation has also proven to greatly impact organizations. It 

is therefore of no surprise that the concept of innovation has enjoyed a lot of attention in 

organizational science. Innovation is defined as ‘The generation of a new idea and its 

implementation into a new product, process or service, leading to dynamic growth of the 

national economy and the increase of employment as well as to a creation of pure profit for the 

innovative business enterprise’ (Urabe, Child and Kagono, 1988, p. 3). One of the main reasons 

for innovation capturing the sustained attention of researchers is likely due to innovation often 

being associated with having positive effects on firm performance (Drucker, 1985; Hult et. al. 

2003). Some researchers have even claimed that innovation is essential for the long-term 

survival of organizations (Cefis and Marsili, 2005; Freeman and Soete, 1997; Schumpeter, 

1942) because of its positive effects on incumbent’s ability to maintain their competitive 

position in the rise of novel disruptive technologies (Banbury and Mitchell, 1995; Christendsen, 

1997). Innovation is also believed to be a facilitator for organizational growth (Freel and 

Robson, 2004; Sternberg, 2000; Kim, 2005) and sustainable competitive advantage (Bartel and 

Garud, 2009) and is therefore often used as a tool in growth strategies. This all suggest that 

innovation is a necessity, rather than a choice for many organizations that want to survive and 

thrive (Bell, 2005; Cho and Pucik, 2005; Fiol, 1996).   

However, debate exists on whether innovation indeed leads to positive outcomes for 

organizations. Numerous researchers have discovered a positive relation between innovation 

and firm performance (Allocca and Kessler 2006; Choi, Park and Hong 2012; Hölzl and 

Friesenbichler, 2012; Santi and Santoleri, 2017; Wolff and Pett, 2006). Yet, some studies found 

no significant relation between innovation and firm performance (Hitt, Hoskisson and Kim, 
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1997; Gabriele and Corsino, 2010), while others have even discovered a negative correlation 

between these two variables (Balkin, Markman and Gomez-Mejia, 2000; Subramanian and 

Nilakanta, 1996).  This inconsistency in innovation literature has been captured perfectly in a 

quote by Wolfe (1994; p405), who wrote: “The most consistent theme found in the 

organizational innovation literature is that its research results have been inconsistent”.  

These ambiguous findings indicate that the relationship between innovation and firm 

performance is not conclusive and therefore complex and potentially risky. Innovation is 

already inherently risky due to it frequently involving initial large amounts of money being 

invested in R&D (Chan, Lakonishok and Sougiannis, 2001; Ghannajeh et al. 2015; Syed, Riaz 

and Waheed, 2016). This risk could be a barrier for organizations hesitating to pursue 

innovation in fear of detrimental results (Borgelt and Falk, 2007; Madrid-Guijarro, Garcia and 

Van Auken, 2009). An example of these detrimental results can be seen in what is referred to 

as the ‘valley of death’. The valley of death refers to the early stages of product innovation, 

more specifically to the phase between research and commercialization leading to successful 

innovation (Hudson and Khazragui, 2013). With innovation failure rates above 90% in the 

pharmaceutical and biochemistry industries, many innovation projects in these sectors do not 

manage to bridge this valley of death, resulting in big financial losses for the organization (Paul 

et al., 2010; Hay et al., 2014; Munos, 2009; Scannell et al., 2012; Thakor et. al., 2017). Thus, 

innovation being both crucial and risky puts organizations in a tough spot and creates the need 

to understand the relation between innovation and firm performance as completely as possible.    

Accordingly, researchers have attempted to understand potential causes for these 

contradictions. The differences in results could partially be accounted for by the lack of 

consensus in the scientific literature on what firm performance is and how it is best measured 

(Taouab and Issor, 2019), leading to different metrics being used to measure firm performance. 

Firm performance is a broad concept that generally looks at the effectiveness and efficiency of 

an organization’s actions (Neely, Gregory and Platts, 2015) in order to evaluate whether the 

outcomes of these actions matches the organization’s corporate strategies and objectives (Carrie 

and McDevitt, 1997). Since these objectives and strategies can differ from organization to 

organization, the performance metrics used to measure the effectiveness and efficiency of these 

objectives can also vary greatly from one and other. It is easy to comprehend why an 

organization that aims for market growth would use metrics such as the Tobin’s Q in order to 
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measure its performance, whereas an organization that wants to have a better reputation would 

look more into customer satisfaction metrics to measure its performance.  

Even if the inconsistencies between studies could be partially explained by the different 

objectives of innovation projects and the variety of metrics used to measure their effectiveness, 

it does not explain the inconsistencies found in studies using the same metrics. Therefore it is 

important to note that there are different types of innovations that seem to have different effects 

on firm performance indicators as well. A well-studied typology for innovation types is one 

proposed by Schumpeter (1934) that roughly distinguishes between technological and non-

technological innovation (Brouwer, 1991). Technological innovation types refer to 

technological process innovation and product innovation, whereas non-technological 

innovation types refer to organizational innovation and product-service innovation 

(Armbruster, Kirner and Lay, 2006).  

Studies have shown that these different innovation types have different effects on various firm 

performance indicators. A great example is the study done by Gunday et al., 2011 in the Turkish 

manufacturing sector, in which four types of innovations and their individual effects on firm 

performance were studied. The results showed that organizational, marketing and product 

innovations had a positive effect on innovative performance (e.g. R&D expenditures, number 

of patents and new product announcements), but process innovation did not. Innovation 

performance then had a positive effect on market performance indicators (such as: total sales, 

market share and customer satisfaction) and production performance indicators (flexibility, 

production and delivery speed, production cost and quality) (Gunday et al., 2011). However, 

the effects of the different innovation types on these market performance and production 

performance indicators were indirect, and the researchers did not measure the direct and 

combined effects of these innovation types on the individual indicators. Similarly, two different 

studies conducted in the Ghanaian  banking sector and The Sri Lankan Insurance sector both 

found that product innovation, market innovation and process innovation had a positive effect 

on innovative firm performance, however organizational innovation did not (Rajapathirana and 

Hui, 2018; YuSheng and Ibrahim, 2020). Whereas a study conducted in the Nigerian 

manufacturing industry found positive relations between process, product and organizational 

innovation (Abiodun, 2017). These studies show that there are in fact different effects of 

different innovation types on a variety of firm performance indicators.  
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Besides the innovation types having diverse effects on firm performance (Karabulut, 2015), 

numerous studies found that the innovation types also influenced each other in a multitude of 

ways (Gunday et al., 2011; Hassan et al., 2013). This interaction between the innovation types 

has been acknowledged by many researchers. For example, researchers have found that 

organizations that implemented organizational innovation are more likely to have both process 

and product innovation. Whereas organizations that did not have organizational innovation 

tended to focus on either process innovation or product innovation but not on both (Fonseca, 

2014). These findings could mean that organizational innovation enables organizations to 

combine product and process innovation. Meanwhile, Mothe and Thuc Uyen (2012) found that 

non-technological innovation types such as organizational and marketing innovation is needed 

to increase the likelihood of technological innovation types such as product innovation. 

Suggesting that, non-technological innovation may encourage technological innovation or that 

non-technological innovation increased the need for technological innovation inside an 

organization. These findings show that innovation is complex and that innovation types are not 

autonomous, but influence each other and firm performance in different ways. 

1.2 Research objective and Research question  

Even though the effects of innovation types on each other and their indirect separate effects on 

firm performance have been studied in a multitude of different ways before, their combined 

effect on firm performance is often neglected and still poorly understood. Nevertheless, there 

have been conducted some studies in the service industry related to this phenomenon. An 

example of this is the study conducted by Damanpour, Avellaneda and Walker in the service 

industry of Hong Kong. This study looked at the combined effect of three types of innovations 

(namely: service innovation, technological process innovation and 

administrative/organizational innovation) on seven firm performance indicators in the service 

industry (Damanpour, Avellaneda and Walker, 2009). They analyzed over 400 organizations 

over a period of four years and found that focusing on a single type of innovation over a longer 

period of time, had a negative effect on firm performance, while a cumulative adoption of 

different innovation types had a positive effect on firm performance (Damanpour, Avellaneda 

and Walker, 2009). They came to the conclusion that focusing on one type of innovation could 

be detrimental to an organization, whereas focusing on multiple innovation types as a whole 

might be favorable. They even argue that innovation is often path-dependent and that the 

inconsistent finding between innovation and firm performance lies in the fact that most studies 

are cross-sectional and therefore miss the combinative effect of previously implemented 
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innovation on firm performance (Damanpour, Avellaneda and Walker, 2009). A possible 

explanation for this is given by Roberts and Amit who argue that organizations can be seen as 

systems of strategic attributes that are all evolving and interact with each other (Levinthal, 1995; 

Rivkin, 2000; Roberts and Amit, 2003; Simon, 1962), which means that the change in one 

attribute eventually creates a need to change other attributes, since they are interconnected 

(Roberts and Amit, 2003).  

Similarly, a longitudinal study of fourteen years conducted in the Australian banking sector, 

showed that an organization’s success is more closely linked to its history of innovation, and 

the organization’s overall innovativeness rather than its introduction of new products or 

processes (Robert and Amit, 2003). This line of thinking is supported by many others that link 

an organization’s performance to the organization’s overall innovative activity rather than a 

single innovation or innovation type (Geroski, Machin and Van Reenen, 1993). All these studies 

highlight that innovation types are part of an organization´s total innovativeness and that the 

introduction of one innovation type could enhance the value of another type suggesting 

synergetic effects between them (Robert and Amit, 2003; Damanpour, Avellaneda and Walker, 

2009; Rosenberg, 1982). They demonstrate that innovation types are not independent 

phenomenon, but are interconnected and should therefore be researched in combination with 

each other instead of on their own. 

Building on these previously mentioned studies, this paper recognizes that the integrated 

innovation approach could provide value for understanding the relation between innovation and 

firm performance in the manufacturing industry as well. This paper sets out to understand this 

relation from a more holistic perspective instead of a partial or separated innovation viewpoint 

in which different innovation types are not separate and do not merely influence firm 

performance indirectly or independently, but together form pieces of a complex puzzle and have 

the potential to create synergetic effects when combined and harmonized inside an organization. 

This perspective recognizes that a more holistic approach to innovation may help better 

understand the effect of innovation on firm performance (Damanpour, Avellaneda and Walker, 

2009; Robert and Amit, 2003). The previously mentioned studies have all been conducted in 

the service industry; however a similar study has not yet been conducted in the manufacturing 

industry. Thus, this study sets out to examine the potential interaction effects of different types 

of previously implemented innovations on firm performance in the manufacturing industry, in 
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order to add to the existing literature on the relation between innovation and firm performance 

by answering the following research question: 

To what extend do the different innovation types have a combined effects on firm 

performance in the Dutch manufacturing industry? 

The findings of this study could be useful for managers to better understand the relation between 

innovation and firm performance and help managers make better informed decisions regarding 

innovation. The earlier mentioned valley of death could be easier to bridge when innovation 

types and their effect on firm performance are better understood, helping to reduce the risk of 

losing invested resources. Even though the risk that comes with innovation cannot be entirely 

eliminated, the findings of this study could guide managers to better embrace and manage these 

risks. For example, it could be that new product innovations are not successful, simply because 

other innovation types are lagging behind inside the organization. This paper could furthermore 

expand the way managers look at innovation, and help them look at their organization’s 

innovativeness as a combination of different types of innovation, rather than having a focus on 

a single innovation type. This could help them optimize their innovation projects in order to 

improve firm performance and learn to look at innovation processes as being interconnected. 

Finally, the findings could also serve as a reference point for managers who want to assess their 

overall organizational innovativeness. They could, for example, evaluate whether their 

technological process and organizational capabilities are sufficient to improve the financial 

success of their new product innovation projects.   

1.3 Thesis outline  

This research is divided into six chapters. The current chapter intended to introduce the subject 

of this paper and explain the research gap and its scientific and managerial relevance. In the 

next chapter the concepts; innovation types and firm performance are going to be expanded 

upon in order to better understand the theoretical background of the paper as well as use the 

Resource based view and dynamic capabilities to build the hypotheses that will be researched. 

This chapter also provides the conceptual model as a visual representation of the proposed 

hypotheses. The methodology chapter will cover the research method, research design and 

elaborate on the reliability and validity of the used dataset. Then, the fourth chapter sets out to 

provide the results of statistical analysis using SPSS in order to correctly answer the research 

question. These results will then be used in chapter five to answer the research question and 
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interpret the outcomes. Last of all, the sixth and final chapter will contain the discussion as well 

as cover the limitations, managerial recommendations and potential future research directions.        

2. Theoretical framework 

This chapter aims to explain and define some key concepts, variables and relations mentioned 

in this research. Firstly firm performance and the different types of innovation that will be 

measured are explained and defined. Then the hypotheses that will be studied in order to 

correctly answer the research question are proposed. For this, the resource based view (RBV) 

and the dynamic capabilities theory is adopted as a theoretical lens. Finally, a conceptual 

model summarizing all the proposed hypotheses is presented.  

2.1 Firm Performance  

Firm performance has been a relevant topic in the strategic management literature for years, 

and is often used as a dependent variable (Taouab and Issor, 2019). However, as previously 

mentioned, there is a lack of consensus amongst researchers on how firm performance is best 

measured, and what metrics should be used. Throughout history researchers have proposed 

different ways in which firm performance should be evaluated; e.g. by measuring an 

organization’s productivity and flexibility (Georgopoulos and Tannenbaum, 1957), its ability 

to exploit its environment (Seashore and Yuchtman, 1967), its ability to create value (Porter, 

1986) or its ability to satisfy stakeholders (Harrison and Freeman, 1999). However, the 

efficiency and effectivity in which an organization is able to exploit its resources in order to 

reach its financial goals, is a point that is often agreed upon (Peterson, Gijsbers and Wilks, 

2003; Taouab and Issor, 2019).   

A main distinction for firm performance is made between hard/financial performance indicators 

e.g. ROA, ROE, ROS revenue, market share (Masa’deh et al., 2015) and soft/non-financial 

performance indicators such as customer satisfaction and quality (Gentry and Shen, 2010; 

Masa’deh et al., 2015; Subramanian and Nilakanta, 1996). These non-financial indicators often 

indirectly influence financial indicators (Bititci, Firat and Garengo, 2013). Financial firm 

performance indicators are generally further divided into market-based financial metrics e.g. 

revenue, Tobin’s Q, price to earnings and market to book (Crook, Combs and Shook, 2005; 

Stickney, Brown and Wahlen, 2007; Alexander and Nobes, 2001) and accounting based 

financial metrics such as ROA, ROE and ROS (Tho, Dung and Huyen, 2021). Conventionally, 
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most traditional metrics used to measure performance are financial in nature (Ghalayini and 

Noble, 1996; Taouab and Issor, 2019).  

It is important to focus on how the performance of innovation is measured in the scope of this 

paper in order to select the correct metrics when measuring innovation. Overall, the main 

purpose of innovation is to increase an organization’s financial performance by directly or 

indirectly increasing productivity and/or turnover (Arifeen et al., 2014) and thereby generate 

economic growth by increasing its competitive advantage (Onea, 2020). This goal is deeply 

imbedded in how organizations operate and survive. According to Porter (1985), the main 

purpose of an organization is to create value through capturing competitive advantage. This 

value needs to be created for both the customers as well as the shareholders/organization itself. 

Creating value for customers is often a means to an end for creating financial value for the 

shareholders/organization. Not creating this financial value will lead to the end of the 

organization’s existence (Friedman, 1970). According to porter this competitive advantage can 

be achieved by increasing profitability in two different ways; 1) by entering new markets 

through differentiation, thus increasing sales and thereby making profit, or 2) by lowering the 

production costs of existing products in order to generally create more profit (Porter, 1985).  

These two different strategies of gaining competitive advantage is sometimes reflected in the 

different innovation types like (technological) process innovation and product/product-service 

innovation. Product innovation is often aimed at entering new markets and introducing new 

products/services and is therefore in line with differentiation. (Technological) process 

innovation on the other hand, often targets the lowering of production costs in order to make 

more profit and is therefore more in line with the lowering costs strategy (Porter, 1985). 

However, this does not take into account the potential combined effect that these innovation 

types can have on firm performance. For example, technological process innovation has shown 

to significantly increase business growth when combined with product innovation (Goedhuys 

and Veugelers, 2008; Fonseca, 2014). In this example, this additional effect of technological 

process innovation on firm performance would be reflected in the growth indicators, instead of 

in the cost indicators that are generally associated with technological process innovation. 

According to Bititci, Firat and Garengo (2013) the most useful indicators for comparing 

innovation performance amongst firms are the financial growth indicators. Some examples of 

these financial growth indicators are; growth in market share, growth in productivity and growth 

in revenue. This paper will measure firm performance by looking at growth in revenue and 
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growth of the number of employees after the introduction of new products. These metrics have 

been used by an earlier study conducted in the Dutch manufacturing industry by Klomp and 

Leeuwen in 2001. It has been shown that both product and (technological) process innovation 

can lead to organizational growth in the form of an increased number of employees (Brouwer 

and Kleinknecht, 1994; Braunerhjelm and Thulin, 2022). Measuring the employee growth 

could furthermore be used as an indicator for firm size and overall firm growth, which is said 

to be driven by innovation (Liao and Rice, 2010). However, some have noted that the 

innovativeness of an organization did not significantly influence the number of employees in 

an organization, meaning that more innovation does not automatically lead to employee growth 

(Klomp and Leewen, 2001). This could potentially be explained by productivity. A smaller 

employee growth combined with an increase in product output and sales, leads to an increase 

in productivity, which is often still a desired outcome of innovation for organizations  

 

2.2 Innovation types as innovation capabilities   

The following section starts off with providing a general overview of the earlier mentioned 

innovation types. The next subparagraph introduced the resource based view. Then it describes 

dynamic capabilities, innovation capabilities and their relation. Finally, it proposes that 

previously implemented innovations could be considered innovation capabilities. 

2.2.1 Innovation types 

Innovation literature has divided innovation into several types mainly based on their different 

characteristics (Damanpour, Walker and Avellaneda, 2009). However, two of the best known 

and well-studied innovation typologies are the 

ones that distinguish between product and 

process innovation (Abernathy and Utterback, 

1987; Damanpour, Walker and Avellaneda, 

2009; Kotabe and Murray, 1990; Light, 1998) and 

between technological and non-technological 

innovation (Birkinshaw, Mol and Hamel, 2008; 

Damanpour, Walker and Avellaneda, 2009; 

Kimbery and Evanisko, 1981; Lam, 2005). 

Researchers have combined these two typologies 
Figure 1: Armbruster, Kirner and Lay, 2006; Kinkel, Lay and 
Wengel, 2005) 
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and proposed a taxonomy that divides product innovation in goods and services and divides 

process innovation in process innovation and organizational innovation (Edquist, Hommen, 

McKelvey, 2001; Meeus and Edquist, 2006). This paper will use a similar taxonomy that was 

later proposed by Lay and colleagues (Figure 1). This typology splits product innovation in 

product innovation and product-service innovation; and process innovation in technological 

process innovation and organizational innovation (Armbruster, Kirner and Lay, 2006; Kinkel, 

Lay and Wengel, 2005).   

Process innovation can be technical, and is then referred to as technological process innovation, 

as well as non-technical which is then referred to as organizational innovation. Technological 

process innovation refers to finding and implementing new ways and technologies in order to 

produce more efficiently. The direct effects of this type of innovation often translate into lower 

costs, shorter lead times and higher quality products (Armbruster, Kirner and Lay, 2006). 

Organizational innovation on the other hand refers to the implementation of new organizational 

methods or practices that are new to the organization (Mothe, Thuc Uyen, 2012; OECD, 2005). 

Organizational innovation is referred to as managerial innovation or administrative innovation 

in the scientific literature as well (Camison and Villar-Lopez, 2014; Daft, 1978; Hamel, 2006; 

Birkinshaw, Mol and Hamel, 2008). The independent effect of this type of innovation on firm 

performance is often difficult to pinpoint and directly measure. 

Product innovation refers to the development of new products, new services or new 

technologies (Armbruster, Kirner and Lay, 2006). A more elaborate definition given by Mothe 

and Thuc Uyen (2012) is “The introduction of goods or services that are new or significantly 

improved with respect to their specifications or intended use.” This definition expands the 

previous definition by also including products that are not necessarily novel but are improved 

significantly. Product innovation refers to the mentioned definition regarding products; whereas 

product-service innovation refers to new or improved services on their own or that go along 

with a physical product (Armbruster, Kirner and Lay, 2006). The effects of product/product-

service innovation can often be measured with financial indicators such as the breakeven-point, 

return on sales (ROS), firm growth and revenues.  

2.2.2 Innovation in the resource based view   

The resource based view (RBV) of the firm is a well-established organizational framework that 

takes an internal approach to explain the difference in financial performance amongst 
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organizations. It sets out to understand why some organizations are more successful than others. 

The core idea of the RBV is that organizations gain sustainable competitive advantage by 

exploiting their internal resources, such as their assets, competences and capabilities (Barney, 

1991; Penrose, 1959). These resources should ideally be heterogeneous, immobile as well as 

valuable, rare, imperfectly imitable and not substitutable in order to create this sustainable 

competitive advantage. These resources could be either tangible (such as; materials, equipment 

or machinery) or intangible (e.g. knowledge, managerial skills or organizational 

processes/routines) (Barney, Wright and Ketchen, 2001).  

The RBV has long been criticized for its optimism about the possibility to maintain sustainable 

competitive advantage. Some researchers claim that competitive advantage cannot be sustained 

for organizations that are in rapidly changing environments. It is not enough to have the correct 

resources but it is also important for organizations to be agile and be able to respond to their 

changing environment in a timely matter in order to survive and thrive in fast changing 

environments (Spender and Grant, 1996; Eisenhardt and Martin, 2000). The shift from the third 

industrial age; the age of expertise, when organizations gained advantage through having 

knowledge and expertise in a field, has been shifting towards the fourth industrial age; the age 

of agility, when organizations must learn the ability to respond to their environments in a timely 

matter. Having resources is not enough, but the ability to change these resources when 

necessary seems to gain importance.  

This need for agility has been gaining a lot of scientific attention over the past years. The ability 

of an organization to be agile and change its resources is often referred to as dynamic 

capabilities (Fiol, 2001; Teece, Pisano and Shuen, 1997). Critics claim that the RBV is outdated 

because it does not acknowledging this organizational need for agility in dynamic 

environments. According to these critics, the RBV must be modified because sustained 

competitive advantage is not possible in fast changing environment unless the organization has 

dynamic capabilities and therefore the ability to change its internal resources (Eisenhardt and 

Martin, 2000; Fiol, 2001). And even if an organization would possess these capabilities that 

could lead to a competitive advantage, due to the fast changing environment this competitive 

advantage would not be sustainable for a long time. However the writers of RBV themselves 

argue that dynamic capabilities are simply capabilities that are dynamic and therefore perfectly 

fit in their RBV (Barney, Wright and Ketchen, 2001). They elaborate on this point by explaining 

that innovation can be costly for incumbents, and thus the ability of organization to change 
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faster than its competitors could be interpreted as a source of sustainable competitive advantage 

(Barney, Wright and Ketchen, 2001). Therefore, organizations can create sustainable 

competitive advantage in fast changing environments as long as they hold these dynamic 

capabilities.  

2.2.3 Dynamic capabilities and innovation capabilities   

Dynamic capabilities point out the need for an organization’s ability to change internally, to 

match the change that is taking place externally in order to sustain competitive advantage. As 

a result, dynamic capabilities do not merely look inwards like the RBV, but also emphasize the 

fitness between the organization’s internal organization and its environment, by including the 

notions of innovation (Aas and Breunig, 2017; Porter, 1980; 1985). Dynamic capabilities refer 

to an organization’s ability to change and adapt its internal resource base in order to keep up 

with its external environment (Teece, Pisano and Shuen 1997; Eisenhardt and Martin, 2000) 

and is defined by Teece et al., (1997, p516) as “The ability to integrate, build and reconfigure 

internal and external competencies to address rapidly changing environments”. Dynamic 

capabilities can furthermore be seen as a higher order capability that aims to combine resources 

and processes to achieve competitive advantage (Barreto, 2010; Kor and Mesko, 2013). The 

value of dynamic capabilities therefore lies in its output rather than in its mere existence 

(Ambrosini and Bowman, 2009). Dynamic capabilities are closely related to innovation 

capabilities (Lawson and Samson, 2001). Instead of focusing on the environmental fitness of 

an organization, innovation capabilities put an emphasis on an organization’s ability to 

successfully modify its offerings in the first place (Helfat et al. 2007).  

According to Lawson and Samson, innovation capabilities refer to an organization’s ability to 

constantly transform knowledge and concepts into new systems, processes and products (Lerro, 

Linzalone and Schiuma, 2009; Lawson and Samson, 2001). Organizations that have innovation 

capabilities therefore possess the ability to stimulate and implement successful innovation (Aas 

and Breunig, 2017). Success in this case, often refers to an improved financial performance for 

the organization. These innovation capabilities are embedded deep within the organization’s 

strategies, systems and structures and cannot be seen separate from the organization as they are 

composed throughout the entirety of it (Gloet and Samson, 2016; Lawson and Samson, 2001; 

Guan and Ma, 2003). When correctly integrated, these innovation capabilities enable 

organizations to introduce new product more quickly and better adopt new systems 

(Rajapathirana and Hui, 2018), making them a critical tool for attaining advanced innovation 
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performance (Cavusgil, Calantone and Zhao, 2003). Additionally, innovation capabilities 

encompasses the synthesis of different capabilities inside an organization to generate successful 

innovation (Parashar and Singh, 2005; Tidd, Bessant and Pavitt, 2009). Therefore innovation 

capabilities can be seen as a higher order integration capability that aims to shape and manage 

several other capabilities inside the organization to bring about successful internal change 

(Lawson and Samson, 2001; Breznik and Hisrich, 2014). 

The exact relation between dynamic capabilities and innovation capabilities is not completely 

agreed upon in scientific literature (Breznik and Hisrich, 2014). Dynamic capabilities have been 

described as an outcome of innovation capabilities while others have theorized that dynamic 

capability is a precondition for innovation capabilities (Breznik and Hisrich, 2014). Arguing 

that; dynamic capabilities are essential for innovation (Rothaermel and Hess, 2007). Some 

researchers have also taken the stance that innovation capabilities are a build-in component of 

dynamic capabilities. For example Wang and Ahmed (2007) propose that dynamic capabilities 

can be split into three different components, namely; adaptive capability, absorptive capability 

and innovation capability. Claiming that, the innovation capability of an organization is an 

indispensable component of dynamic capabilities (Helfat et. al., 2007).  

In contrast, some researchers have argued that dynamic capabilities and innovation capabilities 

are synonyms that essentially refer to the same thing (Breznik and Hisrich, 2014). This is mainly 

based upon the notion that both dynamic capabilities and innovation capabilities are being 

described as a higher-order capability that both integrate and combine different capabilities 

inside the organization (Breznik and Hisrich, 2014). However, there is in fact a difference 

between the two capabilities. The aim of dynamic capability by combining these capabilities is 

to keep up with dynamic environments and has therefore an outward perspective. The 

effectiveness of dynamic capabilities depends on the organization’s environment and strategy 

(Karna, Richter and Riesenkampff, 2016; Schilke, 2014; Winter, 2003). Dynamic capabilities 

are generally more effective is dynamic environments, (Karna et al., 2016), they can be useful 

in stable environments (Ambrosini and Bowman, 2009; Wilden and Guderan, 2015), and may 

not be worth the costs in extremely dynamic environments (Schilke, 2014). On the contrary, 

innovation capability does not specify a goal or type of environment but simply aims to bring 

about successful innovation. This indicates that innovation capability does not aim to per se 

respond to its environment like dynamic capabilities do, but can also initiate innovation and 

internal change that ultimately will change its environment. Thus, innovation capabilities can 
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initiate change in their environment, whereas dynamic capabilities aim to respond and react to 

external change when necessary. Innovation capabilities can therefore be useful for both inward 

as well as outward focused organizations.    

Yet, most research leans towards the belief that innovation capability can be best described as 

a type of dynamic capability (Breznik and Hisrich, 2014). Dynamic capabilities first have to be 

able to identify change in the environment and then respond to it by changing the organization’s 

internal resources in order to respond to this external change. Therefore, Teece splits dynamic 

capabilities in three main components; sensing, seizing and reconfiguring/transforming (2007). 

Sensing refers to organizations constantly observing their external environment in order to 

collect insights about potential opportunities and threats (Augier and Teece, 2009). Seizing 

entails the constant evaluation of the organization’s internal capabilities and resources (Wilden 

et al., 2013). Reconfiguring/transforming is characterized by recombining and transforming the 

organization’s resources and capabilities in order to match it with its external environment 

(Sirmon et al., 2011; Teece, 2012; Wilden and Gudergan, 2015). Reconfiguring is where 

innovation capabilities come into place. Innovation capabilities aim to change the organizations 

internal resources by combining and transforming resources and capabilities, which is in line 

with the reconfiguring/transformation component described in the dynamic capability theory. 

Thus innovation capabilities can be seen as a type of dynamic capability (Birchall and Tovstiga, 

2005; Breznik and Hisrich, 2014). However, as mentioned earlier, on their own, innovation 

capabilities can also initiate internal change instead of merely responding to external change. 

Nonetheless, according to the dynamic capability theory, reconfiguring without first seizing 

and sensing may lack direction and therefore result in an undesirable mismatch with the 

environment (Drevich and Kriauciunas, 2011). However, it is important to note that sensing 

activities need outward-looking managerial attention and that constant sensing can be costly 

(Helfat and Peteraf, 2015; Wilden and Gudergan, 2015). Hence innovation capabilities may be 

more widely applicable than dynamic capabilities and will therefore be used in this paper from 

now on.  

2.2.4 Innovation activity and innovation capabilities  

Many researchers have found that the innovation capabilities of an organization (Rajapathirana 

and Hui, 2018), innovative performance (Gunday et al., 2011; Hassan et al., 2013) and the total 

number of innovations being done by an organization (Geroski, Machin and Van Reenen, 1993) 

influences the financial outcome of current innovation endeavors. This displays that the success 
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of an innovation does not solely depend on the characteristics of the type of innovation, but also 

on the organization’s overall innovativeness, innovation history and its firm-specific 

differences (Johnson et al, 2014). Some organizations just seem to be more successful when it 

comes to innovating. They possess the right innovation capabilities for innovation to 

successfully be implemented in the first place (Lafort, 2011).  

As defined in the previous section, innovation capabilities are the ability of an organization to 

transform knowledge into systems, processes and products (Lerro, Linzalone and Schiuma, 

2009). At the same time, these innovation capabilities, and thus this ability, are embedded in 

the strategy, systems and structures of the organization (Gloet and Samson, 2016; Lawson and 

Samson, 2001; Guan and Ma, 2003). This shows that innovation capabilities are made out of 

systems and processes, but at the same these systems and processes enable the organization to 

successfully transform and create systems, processes and products pointing to a reinforcing 

positive feedback loop (figure 2).  

 

Figure 2: Reinforcing loop between innovation capabilities and innovation 

 

This notion of; the more an organization innovates, the better it is able to develop capabilities 

in order to successfully innovate has been supported by others in scientific literature. For 

example, Geroski and colleagues (1993) researched whether it was the product of the innovation 

process that lead to improved firm performance or the process of innovation itself, and thus 

assess whether innovative organizations were more profitable compared to non-innovative 

organizations. The difference between these two views, tries to decode whether the financial 

Innovation Innovation 
capabilities
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results of an innovation are temporary and directly related to a specific innovation (product 

view), or are permanent and on the long term lead to fundamental and structural differences 

between innovating and non-innovating organizations (process view). This distinction is 

crucial, because it dictates whether organizations should focus on creating marketable products 

and processes to sell in the short-term, or rather develop and strengthen their internal 

capabilities for the long-term (Geroski, Machin and Van Reenen, 1993). According to their 

research, the process of innovation improves and develops an organization’s capabilities, which 

makes the organization overall quicker, more flexible and more adaptive compared to non-

innovating organizations (Geroski, Machin and Van Reenen, 1993). In their longitudinal study 

of 10 years, they found that in the first four years after introducing an innovation, there were 

no significant differences in profit between innovative and non-innovative organizations. 

However, after the initial four years, the innovative organizations started making significantly 

more profit compared to the non-innovative organizations. This suggests that there are some 

long-term effects of previous innovations on firm performance (Geroski, Machin and Van 

Reenen, 1993).  

Since the innovation capabilities are deeply imbedded in an organization’s strategy, systems, 

and processes, (Gloet and Samson, 2016) changes to any of these would influence the 

innovation capabilities of an organization. The processes and systems of an organization can be 

roughly split up into the ‘technological core’ or the ‘technological system’ and the ‘managerial 

core’ or the ‘social system’ of an organization (Daft, 1978; Damanpour and Evan, 1984; Meeus 

and Edquist, 2006). This distinction is based on the socio-technical systems theory (STS), that 

notes that the technological and social system of an organization are two sides of the same coin 

and must work together in order to accomplish tasks (Appelbaum, 1997). Technological process 

innovation refers to changes to the technological system of an organization, whereas 

organizational innovation refers to changes to the social system, resulting in different processes 

inside the organization. This paper suggests that since innovation capabilities are imbedded in 

these systems and processes, the technological and social system can be considered as the 

technological process capabilities and organizational of an organization. Any changes to these 

systems will therefore influence these technological process capabilities and organizational 

capabilities. Since the innovation capabilities of an organization consist out of these systems 

and processes (Gloet and Samson, 2016) and these capabilities influence the implementation of 

successful innovation (Lerro, Linzalone and Schiuma, 2009), this paper proposes that 

technological process capabilities and organizational capabilities could be considered 
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innovation capabilities. And thus, any changes to these capabilities through the implantation of 

technological process innovation and/or organizational innovation will impact the ability of an 

organization to successfully innovate.   

  

2.3 Innovation and business growth: construction of an explanatory framework  

This section sets out to systematically construct a framework by developing hypotheses that will 

be tested in order to correctly answer the research question. This framework essentially sets 

out to research whether there are any interaction effects between the different innovation types 

that influence firm growth. 

2.3.1 Aligning the types of product innovation with technological process 
capabilities and organizational capabilities individually 

Technological capabilities are made up of an organization´s ability to execute technical tasks, 

including the development of new products and processes (Tsai, 2004). These types of 

capabilities are particularly important in high-tech environments e.g. in the pharmaceutical, 

chemical and electronic industries (Duysters and Hadgedoom, 2000; Ortega, 2010; 

Schoenecker and Swanson, 2002; Tsai, 2004; Wong, 2014). The accumulation of these 

capabilities can be referred to as the technological capital or the technological system of an 

organization, which refers to the technological infrastructure and equipment used to 

manufacture goods and services (Grigoriev et al., 2014). Any changes to this technological 

system will be referred to as technological process innovation from now on.  

Product innovation is generally adopted more often than process innovation because the 

increased performance is usually more noticeable with the introduction of new products rather 

than the introduction of new processes (Myers and Marquis, 1969, Pisano and Wheelwright, 

1995, Strebel, 1987). However, organizations that focus on product innovation alone miss out 

on the potential combined effect that product and process innovation can have on firm 

performance. Goedhuys and Veugelers (2008) found that product innovation combined with 

technological process innovation leads to higher sales growth rates in Brazilian manufacturing 

organizations. They set out to identify the effective drivers for firm growth and they found that 

process and product innovation particularly when combined improved firm growth. 

Technological process innovation was measured by the acquisition and development of new 
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processes that changed the way the main products of the organization was produced, while 

product innovation was measured by looking at the number of new products that were 

introduced in the past three years (Goedhuys and Veugelers, 2008). They then divided the 

organizations in three different groups; only product innovation, only process innovation and 

both product and process innovation. The measurement used to determine growth was the 

average annual sale growth over a period of three years. The organizations that just introduced 

new products had a significant sales growth; this growth was higher when combined with 

process innovation, while process innovation alone was associated with a lower sales growth 

(Goedhuys and Veugelers, 2008). Their research found that 73% of the successful product 

introductions were done by companies that did a combination of both product and process 

innovation, even though that particular group made up merely 50% of the sample size.  

The combination of product and process innovation has also shown to improve performance 

outside of the manufacturing industry, suggesting a synergetic effect between the two types of 

innovation in the service industries as well (Damanpour and Gopalakrishnan, 2001). 

Damanpour and Goplakrishan for example found that banks that adopted product and process 

innovation more evenly performed better than banks that did not (2001). Many others have 

found similar interaction effects between product and technological process innovation in 

different industries (e.g.; Capon et al., 1992; Martinez-Ros, 1999; Milgrom and Roberts, 1990; 

Pisano, 1996; Reichstein, 2006). For example, Miravete and Pernias found that there was a high 

collaborative correlation between technological process and product innovation in the Spanish 

tile industry (2006). In this industry specific, new technological process innovation enabled 

organizations to be able to produce higher quality tiles in different shapes and colors; this 

enabled the production of more unique products which resulted in higher sales (Miravete and 

Pernias, 2006). This was supported by others, who found that process innovation indeed enables 

organizations to create more unique products (Al-Sa’di, Abdallah and Dahiyat, 2017). Another 

possible contribution is that technological process innovation enabled organizations to produce 

in larger numbers, leading to the production of more products and therefore the opportunity for 

higher sales (Miraveta and Pernias, 2006). These mentioned findings indicate that the 

technological process innovativeness of an organization can improve the success of 

product/product-service innovations and therefore the following hypotheses are proposed:  

H1: The more improved the technological process capabilities of an organization, the stronger 

the impact of product innovation on firm growth.  
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H2: The more improved the technological process capabilities of an organization, the stronger 

the impact of product-service innovation on firm growth. 

Organizational capital is defined as “the set of non-technical means and processes devoted to 

the formal organization of an organization”, and is made up of the organizational capabilities 

of an organization (Martin-de Castro et al., 2006). It refers to things like organizational culture, 

structure, processes (Martin-de Castro et al., 2006), and management systems (Damanpour and 

Evan, 1984). Organizational innovation aims to improve these mentioned structures and 

processes. Any changes to this social system will be referred to as organizational innovation 

from now on. 

Whereas technological process innovation only focusses on the technological part of the 

organization, organizational innovation tends to have a broader focus spanning different 

processes, units and sometimes the entire organization (Teece, 1980; Vaessen, Lighthart and 

Dankbaar, 2013). Organizational innovation is often assumed to improve firm performance 

through lowering costs such as administrative and transaction costs (Gunday et al., 2008). In 

addition, Vaessen, Lighthart and Dankbaar found that organizations that implemented 

organizational innovations were more likely to introduce new products and product related 

services and these product/product-service innovations were more likely to perform well and 

have higher sales (2013). They explained this relation by shedding light on the possibility that 

organizational innovation improved the non-technical activities that support product innovation 

(Vaessen, Lighthart and Dankbaar, 2013). This may be especially true for the broad boundary 

spanning activities of an organization such as marketing and HRM (Floyd and Wooldrige, 1997; 

Vaessen, Lighthart and Dankbaar, 2013). These activities are believed to influence the creation 

of knowledge (Henderson and Cockburn, 1994), the adoption of new ideas (Floyd and 

Wooldridge, 1997) and the introduction of new products (Reid and Brentani, 2004).  

Additionally, organizational innovation is also believed to create a suitable environment for 

other types of innovation to successfully take place (Lin and Chen, 2007; Gunday et al., 2008). 

According to Gunday et al., organizational innovation improves intra-organizational 

coordination and cooperation which in turn contributes to a more suitable environment for 

product and process innovation to be implemented. They concluded that organizational 

innovation was the strongest driver for innovation performance (Gunday et al., 2008). In 

contrast, many others have noted that it is not organizational innovation that leads to higher 

sales, but mostly marketing innovation (Johne and Davies, 2000)   
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Furthermore, organizational innovation has proven to stimulate successful product innovation, 

resulting in improved firm performance (Schmidt and Rammer, 2007). It did this by reducing 

the respond time to customers and suppliers and improving the quality of the product and 

services, leading to higher sales. However, it is important to note that the same study found that 

organizations that only implemented technological process innovation had higher profit 

margins than organizations that implemented both technological process innovation and 

organizational innovation (Schmidt and Rammer, 2007). Indicating that the sales grew, but in 

turn there were extra costs involved that affected the overall profit margin. Based on these 

mentioned findings, the following two hypotheses are proposed:  

H3: The more developed the organizational capabilities of an organization, the stronger the 

impact of product innovation on firm growth. 

H4: The more developed the organizational capabilities of an organization, the stronger the 

impact of product-service innovation on firm growth. 

  

2.3.2 Aligning the types of product innovation with technological process 
innovation and organizational capabilities combined 

The relation between technological process innovation and organizational innovation has been 

studies extensively in innovation literature (Burns and Stalker, 1961; Kimberly and Evanisko, 

1981). Research has shown multiple times that the combination of an organization’s 

technological capabilities in combination with its organizational capabilities can positively 

affect firm performance (Camison and Villar Lopez, 2014). Many have mentioned that 

organizational and technological innovation types are complementary and are therefore better 

implemented in combination (Battisti and Stoneman, 2010; Piva, Santarelli and Vivarelli, 

2005). This has been supported by research done by Vaessen, Lighthart and Dankbaar (2013), 

who set out to research the effect of technological innovation, organizational innovation and 

the combination of these two innovation types on ten different business performance indicators. 

They found that six out of the ten performance indicators were affected positively by the 

combination of technological and organization innovation endeavors (Vaessen, Lighthart and 

Dankbaar, 2013). Organizations that engage in both organizational and technical innovations 

in a balanced matter are better able to sustain or improve their performance level than 

organizations that choose to focus on one of those types of innovation (Damanpour and Evan, 

1984; Trist, 1981).  



25 
 

Some researchers even argue that technical innovation and organization innovation are referring 

to different aspects of the same socio-technical system and should therefore be researched in a 

holistic matter (De Sitter, Den Hertog & Dankbaar, 1997). According to a research conducted 

by Fonseca organizational innovation is a crucial component enabling organizations to 

successfully combine product and process innovation (2014). It is argued that to be able to use 

product and process innovation at the same time, different organizational structures and systems 

are needed, and that is where organizational capabilities comes into place (Fonseca, 2014). This 

has been supported by Camison and Villar-Lopez who found that the effect of organizational 

innovation and product innovation on firm performance is mediated by technological process 

innovation (2014). They indicated that only organizational innovation was not enough for 

successful product innovation, but that technological process innovation was needed in 

combination with organizational innovation (Camison and Villar-Lopez, 2014). This is line 

with the Schmidt and Rammer who claim that organizational innovation is closely linked to 

technological process innovation, because the introduction of new technological processes and 

new ways of distribution may call for a reorganization regarding business routines, business 

practices and organizational models (Schmidt and Rammer, 2007). In a similar logic, new 

product innovation may demand a re-organization of work flows, knowledge management and 

outside relations (Schmidt and Rammer 2007). They concluded that organizations that had both 

organizational and technological innovation had better new product successes and higher sales, 

than organizations that only implemented technological innovations (Schmidt and Rammer, 

2007). 

The importance of organizational innovation in combining product and technological process 

innovation has been supported by others as well (Polder et al, 2010). They found that 

organizations that have product, technological process and organizational innovations had an 

increased productivity rate. They also concluded that technological process innovation and 

organizational innovation specifically were complimentary (Polder et al., 2010). This view is 

supported by many others propose that the integration of product, technological process and 

organizational innovation is crucial for the market success of new products (Cozzarin and 

Perzival, 2006; Hauser, Tellis & Griffin, 2001; Tidd, Bessant and Pavitt, 2009). Organizations 

with high innovation scores for product, technological process and organizational innovation 

were also associated with higher totals sales and exports (Gunday et al., 2008).  

These findings indicate that on their own the technological process and organizational 

capabilities may not always influence firm performance; however, when correctly synthesized 
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inside the organization they can increase an organization’s ability to successfully implement 

new product/product-service innovations. Therefore they can be considered innovation 

capabilities. Accordingly, organizations with these higher innovation capacities can respond to 

challenges more quickly and exploit new products and market opportunities better (Brown and 

Eisenhardt, 1995; Miles et al., 1978; Adler and Shenhar, 1990). It is therefore expected that the 

positive effect of product/product-service innovation on firm performance is stronger when 

combined with both the organizational capabilities and technological capabilities of an 

organization. Based on these mentioned findings, the following two hypotheses are proposed:       

H5: The combination of technological and organizational capabilities exceeds their respective 

individual contribution to the growth effectiveness of product innovation. 

H6: The combination of technological and organizational capabilities exceeds their respective 

individual contribution to the growth effectiveness of product-service innovation. 

There is some research on the interaction effect of product and product-service innovations and 

firm growth. It is believed that is could possibly lead to a competitive advantage in the 

manufacturing industry (Ferreira and Proenca, 2010). For example, Kinkel, Lay and Wengel 

found that organizational that were able to realize advanced innovation breakthroughs by 

intelligent product and product-service mixtures were better when it came to employee growth 

(2005). Many organizations have designed complementary services on top of their products. 

They have chosen to add services that go along with products and give the opportunity to sell 

product-serviced that accompany the use of a product before, during or after the sale of the main 

product (Kinkel, Lay and Wengel, 2005). This enables organizations to increase their additional 

sales. They concluded that adding services related to the main product positively influences 

both firm growth as well as employee growth in the German manufacturing industry (Kinkel, 

Lay and Wengel, 2005). These types of findings have been supported by some (Antioco, et. al. 

2008; Gebauer, 2007; Homburg, Fassnacht and Guenther, 2003), but disproven (Fang, 

Palmatier and Steenkamp, 2008). However, it is important to note that research has also shown 

that organizations that normally produce products, but decide to enter the service industry, often 

have a lower financial firm performance than their competitors (Eggert et. al., 2011). Some 

organizations even lose money by adding product-services next to their products (Stanley and 

Wojcik, 2005). According to Eggert and collogues, this negative interaction effect between 

product and product-service innovation can be explained by the two types often having to 

compete for managerial and marketing attention in the production organization (Eggert et al., 
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2011). Thus it’s not their combination per se, rather their incorrect combination that can lead to 

a negative firm performance. They also argue that the combination of product and product-

service innovation does lead to improved firm growth in the long-term (Eggert et. al., 2011). 

Based on these findings the following hypothesis is proposed:  

H7: The combination of product innovation and product-service innovation exceeds their 

respective individual contribution to firm growth. 

 

2.3.3 Aligning product and product-service innovation with coordinated and 
uncoordinated technological process and organizational capabilities 

Finally, it is hypothesized that an integration and synthesis of all four types of innovation type 

will lead to greater firm growth than the innovation types separately. Multiple different studies 

have found that the success of innovations depends on the alignment of different innovation 

types (Battisti and Stoneman, 2010; Schmidt and Rammer, 2007). Organizations that do not 

have a narrow approach to innovation that focusses on just one innovation type, but chose to 

introduce more complex innovation strategies consisting out of different innovation types have 

a clear competitive advantage and therefore an increased firm performance (Evangelista and 

Vezzani, 2010). This is supported by Damanpour, Avellaneda and Walker who found that 

focusing on one type of innovation over a period of time, had a negative effect on firm 

performance, indicating that a more integrated and balanced approach to innovation may be 

more beneficial for organizations in the long run (2009). This could partly be explained by the 

earlier mentioned socio-technical system theory. According to the STS, the technical and social 

systems inside an organization influence each other (Scott, 1992). As a result, any change in 

one of the systems will therefore result in certain constrains or requirement in the other system 

in order to maintain positive outcomes (Cummings and Srivastva, 1977; Damanpour and Evan, 

1984; Fritsch and Meschede, 2001; Kotabe and Murray, 1990). Similarly, firm performance is 

thought to be better when organizations adopt multiple different innovation that lead to a wide 

range change in the system (MacDuffie, 1995; Walker, 2004). Moreover, according to 

Rosenberg, innovation types are interdependent, and so the introduction of one type, can add 

value to the other (Rosenberg, 1982). Based on these findings, a final hypothesis was 

constructed: 
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H8: The impact of product innovation and product-service innovation on firm growth is 

stronger when it is combined with the organizational capabilities and technological 

capabilities of an organization.  

 

2.4 Conceptual model   

The above mentioned hypotheses together with their expected relations are illustrated in the 

conceptual model in figure 2. The conceptual model shows firm growth as the dependable 

variable and Technological product innovation and product-service innovation as the 

independent variables and Technological capabilities and Organizational capabilities as the 

moderating variables. The moderating variables are expected to strengthen the effects of 

product innovation and product-service innovation on firm growth and are therefore expected 

to interact with each other.  

 

      

 

 

  

 

 

 

 

 

3. Methodology  

This chapter first repeats the research objective in order to correctly select a research method 

and design. Then the data collection method of the utilized dataset is described and justified. 

The validity and reliability are touched upon followed by an explanation of how the variables 

were measured and analyzed in the scope of this research. Lastly, the code of conduct that has 

been at the core of this study is elaborated upon.  

 

Figure 2: Conceptual model 
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3.1 Research objective  

The objective of this paper is to research whether an integrated approach to innovation may be 

more beneficial for organizations that want to introduce new products/product-services. In order 

to do so, seven hypotheses were proposed that anticipate that organizations with higher 

technological and/or organizational capabilities are more successful when it comes to firm 

growth through the introduction of new products and product-services, than organizations with 

lower technological and/or organizational capabilities. Thus, this study sets out to examine 

whether the relation between product/product-service innovation and firm growth is moderated 

by an organization’s technological and/or organizational capabilities. To satisfy the objective 

of this paper and correctly answer the research question; ‘To what extend do the different 

innovation types have combined effects on firm performance in the Dutch manufacturing 

industry?’ a quantitative method was selected.    

 

3.2 Research method  

Quantitative research methods set out to understand (social) phenomena by collecting 

numerical data. This numerical data is then analyzed using mathematic-based methods such as 

statistics (Creswell, 1994). This research method is rooted in logical positivism, which assumes 

that an objective reality exists and that the only way to correctly measure this objective reality 

is through the use of objective research methods (Holton, 1993). According to this paradigm; 

truth exists independently from the observer (Clark, 1998), hence it is argued that opinions, 

experiences and perceptions are not objective enough to correctly measure and understand this 

reality (Dzurec, 1989; Greene, 1979). However, it must be noted that researchers are humans 

with perceptions and cannot fully detach themselves from the examined phenomenon. 

Consequently true objectivity could never be achieved. Post-positivism acknowledges this 

observer bias, and argues that even if the objective truth is out there but cannot be objectively 

measured and understood by the observer, researchers should still aim to get as close as possible 

to this objective truth (Sukamolson, 2007).     

One of the main advantages of quantitative research is that it enables researchers to use larger 

randomized sample sizes and collect these large amounts of data in a relatively short amount of 

time (Connolly, 2007). This makes the results generally more representative of the research 

population (Carr, 1994; Martin and Bridgmon, 2012; Queros, Faria and Almeida, 2017). A 



30 
 

larger sample size also reduces the risk that a false picture is painted due to some extreme 

outliers unwantedly skewing data leading to misleading results. In doing so, it helps to reach 

more accurate generalized results. The time limits for this study played a big part in the final 

decision to use a pre-existing data set that has been collected by using quantitative methods. 

With quantitative research methods, large amounts of data can be collected in a limited 

timeframe, which nonetheless are still representative of the population, and are therefore 

considered valuable for this study. In addition, quantitative research is generally easier to 

replicate than qualitative research, which makes the results more reliable and less prone to bias 

because they can be reproduced and checked if considered necessary.  

However, just like any method, quantitative research also has its drawbacks. It can be too 

general, missing important details that can be significant to understand phenomenon in-depth. 

Hence it is not suited for research that aims to understand a phenomenon or a subject in more 

detail (Rahman, 2016). For these types of studies, qualitative research is generally 

recommended. Taking a qualitative approach to answer the research question of this study has 

been contemplated. However, considering the objective of this paper, quantitative research was 

found more appropriate. This study sets out to investigate specific relations between well-

defined variables, instead of examining broad variables in more depth. Moreover, the research 

approach taken for the purpose of this research was deductive in nature. A deductive approach 

consists out of building hypotheses based on theories and previous studies, and then of testing 

the accuracy of these proposed hypotheses (Locke, 2007; Nola and Sankey, 2007). In order to 

correctly research these relations and produce representative results, a quantitative research 

method was deemed more suitable.  

Another possible drawback of quantitative research methods is that is does not ask for the 

reasoning behind the answers given by participants. In contrast, qualitative research focusses 

more on perceptions, reasons and opinions of participants in order to understand the 

phenomenon in more detail (Vennix, 2012). However, considering the research objective of 

this study, researching the reasoning and perception of the participants does not fit in the scope 

of this study and does not add any significant value. This study sets out to examine the 

capabilities of an organization, and its effect on the relation between product innovation and 

firm growth. The reasoning behind these innovations choices of the organizations are out of the 

scope of this study. These variables are most accurately measured with numerical data and 

therefore a quantitative research method was decided to be more applicable.  
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3.3 Data collection  

Several different study designs have been carefully considered, in particular; descriptive, 

experimental and correlational study designs. It should be noted however, that a perfect research 

design does not exists (Cook and Campbell, 1979; Maxwell, 2004; Newman et al., 2002). The 

best research design is the one that will most gracefully, sparingly, correctly and ethically 

support answering the research question (Johnson, 2009). 

Descriptive research sets out to understand and describe a phenomenon. However, it is not 

suitable to identify or tests relations between variables and is therefore not suited for this 

research. Both the experimental and correlational designs are interested in the measurement of 

change between different variables affecting each other. However, they differ in one crucial 

aspect (Campbell and Stanley, 1963; Shadish, Cook and Campbell, 2002). With experiments, 

the researcher introduces change to one variable in order to measure how that change affect the 

other variable. This gives the researcher the ability to truly measure cause and effects between 

variables, and therefore determine true causation (Campbell and Stanley, 1963). Experiments 

are a unique type of study design that enables the researcher to have a high level of control by 

isolating specific variables (Shadish, Cook and Campbell, 2002). This helps the researcher to 

really understand the effect of specific variables and to find accurate results. However, a big 

drawback from experiments is the fact that it can create unrealistic situations, which makes the 

results not representative of/or useful to real life situations. In addition, experiments are often 

expensive, difficult and time consuming (Cook and Cook, 2008). In the scope of this study it 

would be incredibly difficult to control the variables of organizational and technological 

capabilities. Besides, organizations are in constant interaction with their environments, partially 

being formed by them, so isolating and controlling parts of the organization might lead to 

unrealistic research environments, deeming the results less representative of the research 

population in this study.  

With correlational studies however, the researcher does not manipulate the variables but only 

observes them in order to discover correlations between them (Sherri, 2011; Robinson et al., 

2007). These types of studies are also less, expensive and easier to conduct compared to 

experimental studies (Cresewell, 2011). Due to limited time and resources for this particular 

research, a correlation study was found more fitted. A correlation study is also useful in the 

context of this study because as mentioned before, manipulating the specific variables of this 

study may proof to be difficult and unrealistic. In addition, this research sets out to investigate 
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the correlation between product/product-service innovation and firm growth, and the potential 

interaction effect of technological and organizational capabilities on this relation. It does not 

try to identify causation between these variables. For these mentioned reasons, a correlational 

research design was selected.  

Furthermore, an existing dataset of a survey was decided most suitable for this research 

considering the research design, the time limits and the research objective. Surveys enable the 

researcher to gather a broad range of data in a short amount of time. Due to time limits and the 

scope of this study, the use of a large secondary dataset was decided upon. This dataset has 

been gathered by collecting data with a large survey. This survey was cross-sectional, meaning 

that the data was collected during a single period of time (Yee and Niemeier, 1996).  

This survey mostly consisted out of close-ended questions, making it suitable for statistical 

analysis. A possible disadvantage of using close-end surveys is the fact that what is not asked 

for on the survey is not measured. Organizations could have some organizational or 

technological capabilities that are not asked about on the survey. To minimize this, a broad 

range of items are used to measure these variables. Another, potential drawback of using 

surveys is the fact that there is no way to determine whether the answers given by the 

participants are truthful. It could be that the questions are not correctly understood for example. 

To reduce this, several measurements regarding the internal validly of the survey have been 

taken. These are described in more detail in section 3.4.    

 

 

3.4 Data set  

As mentioned above, the data used to tests the hypotheses in this study are from a secondary 

dataset, more specifically; from the European Manufacturing Survey (EMS) taken in 2018. The 

EMS survey originated in 1993 at the Fraunhofer Institute for Systems and Innovation Research 

in Germany (then called the German Manufacturing Survey) and is currently managed by a 

consortium that consists out of research institutes and universities from 20 different European 

countries (Fraunhofer, 2022). Every three years this large scale survey is send out to 

manufacturing organizations across Europa in order to gather data about their innovation 

activities (Fraunhofer, 2022). The EMS is made out of several core indicators covering relevant 
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innovation topics, to which every country can decide to add their own additional indicators to. 

These core indicators are translated from English to the dominant language in the targeted 

country. The survey of 2018 has been carried out in eleven countries and in doing so, has 

generated over 3.000 responses (Frauhofer, 2022). Since the research population of this study 

is organizations in the Dutch Manufacturing sector, only the data from the Dutch EMS will be 

used to answer the research question.      

This Dutch survey is managed and sent out by the Institute for Management Research at the 

Radboud University in Nijmegen and is funded by the Rabobank amongst others (RU, 2022). 

The survey of 2018 has been sent out to all Dutch manufacturing organizations with more than 

10 employees that are registered to the Kamer van Koophandel (KvK). The respondents span 

across 21 different sectors (SBI 10-31) that have been grouped together in the following seven 

industries; 1) Metal and metal products, 2) Food, Beverages and Tobacco, 3) Textile, Leather, 

Paper and Cardboard, 4) Construction and Furniture, 5) Chemical, 6) Machinery, equipment 

and Transportation, 7) Electronical and optical. The addresses of the organizations have been 

attained from the KvK and surveys have been sent to these addresses. The surveys have been 

sent to a total of 7172 organizations, which yielded a total of 416 respondents (5.8%). However, 

almost half of those respondents did not finish the survey and were therefore not part of the 

final dataset. A total of 203 were left, making the response rate of the survey 2.8%.  

 

 

3.5 Validity and Reliability  

To improve internal validity several measurements have been taken by the researchers at EMS 

and the Radboud University. Most questions on the survey are close-ended questions, making 

them easier to compare and analyze using statistical methods; however this can take away from 

the richness of information attained from these questions. In order to make the data comparable 

and rich, the researchers made sure to ask a lot of detailed questions. Consequently the survey 

measures a broad spectrum of different topics, across 22 questions consisting out of a total of 

176 items. Asking more questions can also help the responded better understand what is meant 

by the question and therefore improve internal validity. In addition, some trial surveys were 

send out in order to make sure the questions were interpreted and understood correctly by the 
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respondents, increasing internal validity as well. To construct the correct questions, multiple 

international gatherings were held with the involved countries. At these gathering, intensive 

discussions about the correct formulation and set-up of the survey took pace. Lastly, the English 

survey has been translated into Dutch and to ensure accuracy of this translation, a translation-

check has been performed.    

To improve external validity, efforts have been made to increase the response rate of the 

organizations. First of all, all organizations that did not reply to the first invitation were sent 

two follow-up reminders. Secondly, an incentive was offered in order to increase the 

willingness of organizations to participate in the survey (Church, 1993; Singer et al., 1999). 

The organizations were offered a free benchmark rapport that gave detailed information on 

seven different performance indicators of the organization compared to more than 1.300 

organizations. The seven indicators included productivity, percent of on time delivery, scrap 

rate, manufacturing lead time, share of sales on product innovation and R&D investments 

(Fraunhofer, 2022). This type of information is hard to obtain, valuable and generally very 

expensive, making it a good motivation to participate in the survey. To ensure reliability, the 

researchers designed the questions on the survey in a way that does not ask for opinions. The 

survey questions are aimed at gathering objective data e.g. practices, facts, investments and 

performance figures. This makes the data more comparable, because it tries to exclude potential 

biases that can come about when asking questions related to opinions, perspectives and 

experiences.  

 

3.6 Measurement development   

In order to accurately answer the research question, e hypotheses spanning five different 

variables were developed and tested. The dependent variable ‘firm growth’ was measured using 

two different items; employee growth and revenue growth. Employee growth was measured by 

comparing the number of employees in 2015 with the number of employees in 2017. Revenue 

growth was measured in two different ways. First of all overall revenue growth was measured 

by comparing the revenue of 2015 with the revenue of 2017. Secondly, it was measured by 

looking at the revenue growth that resulted directly from the new product/product service 

innovation. 
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The independent variables product innovation and product-service innovation were measured 

by asking whether the organization had introduced new or significantly improved products or 

services between the years of 2015 and 2017. The moderating variables that represent the levels 

of technological and organizational capabilities of an organization were measured using 

multiple items. The level of technological capabilities of an organization was measured using 

21 items covering different aspects of technological capabilities of an organization such as; 

digital processes, automatization and the use of robotics, energy saving systems, the use of 

technologies for processing novel materials, additive manufacturing technologies and digital 

factory/ IT network systems. The organizations were asked whether they currently use these 

technologies and if so, what year was this technology implemented. Based on how many of 

these systems are present in the organization, the level of technological capability of the 

organization will be determined. Similarly, the level of organizational capabilities of an 

organization was measured using 16 items covering multiple organizational concepts relating 

to; organization of work; management and human resource management.  

Last of all, some control variables were added to the model. This improves the internal validity 

of the model by limiting the influence that these variables may have on the correlations that are 

being studied. The control variables included in the analysis are; firm size, firm age and 

dominant industry. Firm size and age (Dooley, Kenny and Cronin 2016; Kijkasiwat and 

Phuensane, 2020; Mabenge, Ngorora-Madzimure and Makanyeza, 2020), as well as industry 

(Dosi, 1988; Ting, Wang and Wang, 2012) have often been found to influence the relationship 

between innovation and firm growth and are therefore included in the analysis. For the industry 

variable, dummy variables were created in order to correctly add them to the linear regression 

model. More details about all the variables can be found it table 3.1. The number between the 

brackets after the item corresponds with the questions in the questionnaire (appendix I).  
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Table 3.1 Operationalization of variables  

3.7 Analysis method  

The gathered data was analyzed using a multiple linear regression analysis on SPSS. The 

dependent variable firm growth is measured with two different variables that are both on an 

interval measurement level. The independent variables; product and product/service innovation 

are both measured on a nominal level. This means that an organization either did or did not 

introduce a new product on service during the time period of 2015 and 2017. The moderating 

variables organizational capabilities and technological capabilities are both on an interval 

measurement level.  

The decision on what analysis method to use was based on the dataset and the conceptual model. 

If the dependent variable firm growth were to be measured by two different dependent 

variables, a decision had to be made between a MANCOVA or multiple different regression 

analyses. However, combining employee growth and revenue growth would create a decision 

between an ANCOVA or a multiple linear regression analysis. For both these analysis methods 

the assumptions were assessed with the data in the dataset. ANCOVA has more assumptions 

compared to multiple regression analysis (Field, 2018). The data showed that multiple 

assumptions of ANCOVA were violated, namely; linearity between all pairs of the dependent 

variables within each group of the independent variables, linearity between the covariates and 

the dependent variables within each group of the independent variable and correlation between 

covariates and dependent variables. Therefore the multiple linear regression analysis was 
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considered more fitting. The assumptions of multiple linear regression are explained in more 

detail in the analysis chapter.          

The the eight hypotheses were tested using a hierarchical linear regression analysis. This means 

that the linear regression model was built by adding variables to the model. The condition for 

significance is a p value of <0.05 (Field, 2018). The first four hypotheses were tested together 

with three different models, followed by the fifth and sixth hypothesis using two different 

models. The final two hypotheses were measured using another three models.  

3.8 Research ethics  

The American psychological association (APA) has put together an ethics code for psychologist 

consisting out of five general principles (APA, 2017). These principles set ethical standards that 

need to be lived up to in order to ethically conduct research. The five general principles 

proposed by the APA are as followed; 1) Beneficence and non-maleficence; 2: Fidelity and 

responsibility; 3) Integrity; 4) Justice; 5) Respect for people’s rights and dignity (APA, 2017). 

The mentioned principles were designed for psychologists specifically, and do not all apply to 

this study. A more general version that applies to researchers in all disciplines is the code of 

conduct for scientific integrity that has been created by the Dutch research council together with 

the Koninklijke Nederlandse Akademie van Wetenschappen and others (Netherlands Code of 

Conduct for Research Integrity, 2018). This code of conduct describes five principles that are 

at the base of integrity in research, and apply to all types of researchers, students, supervisors 

and research directors. The five principles are: 1) Honesty; 2) Scrupulousness; 3) Transparency; 

4) Independence; 5) Responsibility (Netherlands Code of Conduct for Research Integrity, 

2018).  

The first principle is honored by making sure the reporting process of this research has been 

done accurately. The drawbacks and uncertainties that the researcher is aware of have been 

discussed and reported openly. In no way has this research falsified or fabricated data in order 

to generate more favorable results. The principle of scrupulousness has been lived up to by 

using solely scientific methods, and carefully selecting and using the most suitable research 

design in order to accurately conduct the research. Transparency has been maintained by 

sharing willingly what sources were used and how the data was collected. All information 

known to the researcher about the dataset has been openly shared in the methodology chapter. 

Every step taken to conduct this research has been laid out in order to add to the replicability of 

this research. The fourth principle of independence refers to the impartiality of the researcher. 
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This research has not been guided or influenced by any non-scientific parties of e.g. political or 

commercial interest. The researcher has made every decision staying true to scientific interest. 

As a final point, the principle of responsibility has been honored by conducting a research that 

is above all of scientific relevance.   

Last but not least, it is worth noting that the EMS dataset used for this study has been made 

available by the researchers who gathered the data. They made sure that no personal information 

of any kind was shared with the researcher. The survey contains no identifiable data, meaning 

that the respondents are completely anonymous to the researcher. There is no data about the 

names, brands, locations or products offered by any of the organizations that participated in the 

survey. The identities of the participants are kept private, and therefore this study respects the 

participant’s right of privacy, confidentiality and self-determination (APA, 2017).   

 

4. Analysis  

This chapter sets out to correctly analyze the data in order to test the hypothesis and answer 

the research question. The first section provides some descriptive statistics in order to identify 

some key features; such as size, age and industry of the sample set. The next section explains 

the variable construction of the predictor variables and the dependent variable by conducting 

some univariate analyses. This section is followed by the bivariate analysis where correlations 

are investigated in order to assess potential multicollinearity issues. The final part is the 

multivariate analysis where the model assumptions are tested and the regression analyses are 

performed in order to test the hypotheses.    

4.1 Descriptive statistics  

As mentioned before, the dataset consisted originally out of 203 respondents; however 44 of 

those respondents did not provide enough information on their number of employees or their 

revenue in order to determine employee growth or revenue growth and therefore were excluded 

from the dataset since they did not meet the necessary criteria to determine a value for the 

dependent variable. There were also many cases that only reported their number of employees 

in 2015 and 2017 or who only reported their revenue of 2015 and 2017. For those cases either 

an employee growth or a revenue growth could be determined. Therefore, those cases had some 

missing data, however, since multilevel models do not require the deletion of an entire case 
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with partially missing data (Field, 2018), those cases were included in the dataset resulting in a 

total of N=159. 

In order to minimalize bias, outliers were identified and deleted. Outliers are scores that are 

very different from the rest of the scores which could lead to skewed and incorrect results (Field, 

2018). The outliers were detected by constructing Z –scores after transforming the variables 

with high kurtosis and skewness. Cases with Z-scores outside of the norm range of -3.29 and 

3.29 were deleted from the dataset (Field, 2018). This in turn had a positive effect on several 

indicators such as the skewness and kurtosis of the variables, making them more of a normal 

distribution. This is important, since normality of the variables is one of the assumptions of the 

linear regression model that is used for the analysis later on in this chapter. After the deletion 

of the cases with too much missing data and the two extreme outliers, the dataset has a total of 

N=155. 

The following section aims to provide some descriptive statistics on the used dataset such as 

the number of respondent, the firm size, firm age and dominant industry. Descriptive statistics 

help summarize and categorize the sample that represents the research population. To help 

better visualize these statistics, they are summarized in multiple tables below. The SPSS output 

for the descriptive statistics can be found in appendix II. 

 

Firm Size 

The firm size in this research is measured by the total number of employees in 2017. The 

number of employees of an organization is a frequently used metric to represent the size of an 

organization. The mean of the firm size was 61.21. The smallest organization had 10 employees, 

while the largest organization had a total of 320 employees. The skewness of 2.089 and the 

kurtosis of 4.265 are just out of the normal distribution range of +/-2 (Field, 2018). The positive 

skewness indicates that the dataset consists more out of smaller organizations. This can be seen 

in the frequency table 4.1 in which more than 80% of the organizations have between the 20 

and 99 employees. In order to correct the skewness and kurtosis the variable was put through a 

logistic transformation (Field, 2018). The original and improved skewness and kurtosis are 

summarized in table 4.2.  

 

 Frequency Percentage Cumulative percentage 
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< 20 employees 33 21.3 21.3 
20 to 49 employees 59 38.1 59.4 
50 to 99 employees 36 23.2 82.6 
100 to 249 employees 23 14.8 97.4 
> 250 employees 4 2.6 100 
Total 155 100  

Table 4.1 Firm size 

 N Mean Min Max Standard deviation Skewness Kurtosis 
Original firm size 155 61.21 10 320 62.212 2.089 4.265 
Transformed firm size  155 3.72 2.3 5.77 0.855 .409 -.557 

Table 4.2 Firm size transformation  

 

Firm Age  

The age of the firm is measured by the difference between the year that the organization was 

registered in the KvK and the year of the data collection, thus 2017. Out of the 155 respondents, 

there were 6 missing items. For the 149 valid respondents, the mean firm age is 44 years, with 

the oldest organization being 205 years old and the youngest 3 years old in 2017. The skewness 

of 1.562 falls in the normal distribution range but shows a slight lean towards the left. This 

means that dataset consists more out of younger organizations, which can also be seen in the 

frequency table with more than 67% of the organizations being under 50 years old. The kurtosis 

of 3.043 falls outside the normal distribution range of +/-2. In order to correct this, a logistic 

transformation was performed on this variable. The original and the improved kurtosis and 

skewness can be seen in table 4.4.  
Table 4.3 Firm age  

 N Mean Min Max Standard deviation Skewness Kurtosis 
Original firm age 149 44.42 3 205 34.019 1.562 3.043 
Transformed firm age  149 3.50 1.1 5.32 0.810 -.559 .814 

Table 4.4 Firm age after transformation   

 

Industry  

Established  Age in years Frequency  Percentage (%) Valid percentage  Cumulative Percentage  
Between 2007-2017 < 10  10 6.5 6.7 6.7 
Between 1992-2000 10-25 50 32.3 33.6 40.3 
Between 1967-1991 26-50 40 25.8 26.8 67.1 
Between 1942-1966 51-75 27 17.4 18.1 85.2 
Between 1917-1941 76-100 7 4.5 4.7 89.9   
Before 1916  > 100 15 9.7 10.1 100 
Missing    6 3.9   
Total  155 100   



41 
 

The survey was send to organizations over 21 different industries (SBI 10-31) in the 

Netherlands. These industries have been roughly grouped together in seven different groups, 

namely; 1) Metal and metal products, 2) Food, beverages and tobacco, 3) Textile, leather, paper 

and cardboard, 4) Construction and furniture, 5) Chemical, 6) Machinery, equipment  and 

transportation, 7) Electronical and optical equipment. Table 4.5 shows that the groups; metal 

and metal products and the group electronical and optical equipment are the largest groups. The 

smallest group is the construction and furniture industries with just 3 organizations, followed 

by the food, beverages and tobacco industry with just 13 organizations. The chemical industry 

seems to be the biggest industry on its own, since that industry alone has 21 respondents, 

meaning that more than 13% of the organizations of the dataset are predominately active in the 

chemical industry.  

 Frequency Percentage (%) Percentage cumulative 
Metal and metal products 32 20.6 20.6 
Food, beverages and tobacco  13 8.4 29.0 
Textile, leather, paper and cardboard  22 14.2 43.2 
Construction and furniture/other  3 1.9 45.2 
Chemical 21 13.5 58.7 
Machinery, equipment and transportation 25 16.1 74.8 
Electronical and optical equipment  39 25.2 100 
Total  155 100  

Table 4.5 Industry 

4.2 Variable construction  

4.2.1 Technological process capabilities and organizational capabilities  

The technological capabilities and organizational capabilities of an organization are hard to 

directly observe and measure. These types of difficult to measure variables are called latent 

variables (Borsboom, Mellenbergh and van Heerden, 2003). Instead of measuring this latent 

variable directly, indicators that either reflect or form the construct variable are measured. A 

latent variable in that case can be made up out of a formative construct or a reflective construct 

(Stadler, Sailer and Fischer, 2021). In a reflective model, the change in the latent variable would 

result in changes in the indicators (Standler, Sailer and Fischer, 2021). In the context of this 

study, it would mean that a change in organizational capabilities would results in a change of 

the technological systems they used. However, in formative models, changes in the indicators 

will lead to a change in the latent variable. This is because the latent variable is made up out of 

these indicators (Standler, Sailer and Fischer, 2021). This would mean that, the technological 

advancements the organization has implemented would result in an organization having higher 

technological capabilities. The second logic is adopted in this paper, resulting in the variable 



42 
 

technological capabilities and organizational capabilities being interpreted and analyzed as 

latent formative variables.  

The construct reliability and validity of reflective latent variables are measured using 

Chronbach’s alpha and discriminant validity of convergent validity. Formative latent variables 

however, are examined using the weights and VIF, which stands for Variance Inflation Factor. 

However, a VIF cannot be used for categorical or binary variables, which is the case for the 

indictors that form the two capabilities constructs.    

The organizational capabilities of an organization are assessed using 16 items, whereas 

technological capabilities of an organization are measured using 21 items. These items can be 

seen in more detail in tables 4.6 and 4.9. Adding the number of innovations together forms the 

score that reflects the organizational and technological capabilities of the organization. In this 

case, the more advancements an organization has, the higher their capabilities are, and therefore 

the total number of technological and organizational innovations are added up together to score 

the organization’s capabilities. 

 4.2.2 Product innovation and product-service innovation  

Both product innovation and product-service innovation consists out of a single item. The item 

measures whether the organization has introduced a new product or product-service since 2015. 

This means that the dataset can be split into two different groups per independent variable. 

Namely; organizations that have not introduced a new product since 2015 and organization that 

have, and organizations that have not introduced a new product-service since 2015 and 

organizations that have.  

 4.2.3 Firm growth  

Firm growth is measured with two indicators; 1) employee growth and 2) revenue growth. 

Employee growth is measured by calculated the growth in the number of employees from 2015 

to 2017 in percentages. This means that an organization that has 100 employees in 2015 and 

120 employees in 2017 will have an employee growth of 20%. In the same logic, revenue 

growth is determined by calculating the difference between total revenue in 2015 and 2017. 

This means that an organization that had a revenue of 55 million in 2015 and 50 million in 

2017, will have a revenue growth of -10%. Since not all participants have all provided data on 

both their number of employees and their revenue, there was a lot of missing data. This was 

especially the case for revenue growth. In order to combine employee growth and revenue 
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growth, the variables were first centered. The missing values for revenue growth were replaced 

by the centered z-scores of employee growth and vice versa. These scores were then added and 

divided by two to create the value for firm growth. This resulted in a usable firm growth values 

for all 155 cases.  .    

 4.2.4 Firm size, Firm age and industry  

The control variables firm size, firm age and industry have all been measured using a single 

item in the questionnaire. Firm size was measured by the number of employees of an 

organization in 2017. The firm age in 2017 was calculated using the year the organization was 

registered in the KvK. This would mean that an organization that has been registered to the Kvk 

in 1995 would be 22 years old in 2017. The dominant industry of the organization was measured 

by simply asking it in the questionnaire. Then they were grouped together to form 7 main 

industry groups as mentioned in the previous section. In order to correctly add this variable to 

the analysis, there were 7 different dummy variables created for each industry.      

 

 

 

 

 

 

 

 

 

4.3 Univariate analyses  
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4.3.1 Organizational capabilities  

 Table 4.6 below shows the indicators for the variable organizational capabilities. It shows the 

16 different indicators in a frequency table gives insight into the number of organizations that 

have implanted these organizational concepts. The three most implemented organizational 

concepts are instruments to promote staff loyalty (61.3%), certified quality standards (55.2%) 

and training on the job (55.8%). On the other hands, the three least implemented organizational 

concepts are certified energy management systems (5.2%), methods of operation management 

for mathematical analysis of production (8.4%) and fixed process flows to reduce setup time 

(19.0%).  

Table 4.6 Frequency table for organizational concepts 

Table 4.7 shows how the organizations score on all of these 16 indicators. The table shows that 

the average number of organizational concepts implemented by the organization is 5.60. The 

number of implemented organizational concepts range between 0 and 15. The skewness of 

0.285 and the kurtosis of -.0355 fall in the normal distribution range of +/=2 (Field, 2018). 

  N Min Max Mean Standard 
deviation 

Skewness  Kurtosis  

Number of total 
organizational concepts  

155 0 15 5.60 3.476 0.285 -0.355 

Table 4.7 Organizational capabilities 

Organizational concepts   YES  NO Missing  YES % NO % 
Standardized and detailed work instructions 62  92 1 40.3 59.7 
Measured to improve internal logistics 56 99 0 36.1 63.9 
Fixed process flows to reduce setup time  29 125 2 19.0 81.0 
Integration of tasks  64 91 0 41.3 58.7 
Production controlling following the pull 
principle 

55 99 1 35.7 64.3 

Display boards in production 51 103 1 33.1 66.9 
Methods of assuring quality in production  83 70 2 54.2 45.8 
Certified quality standards  85 69 1 55.2 44.8 
Certified energy management system 8 146 1 5.2 94.8 
Methods of operation management for 
mathematical analysis of production  

13 141 1 8.4 91.6 

Certified environmental management system  38 115 2 24.8 75.2 
Instruments to promote staff loyalty  95 60 0 61.3 38.7 
Training on the job 86 68 1 55.8 44.2 
Experimentation for employees in the 
production 

59 96 0 38.1 61.9 

Instruments to maintain elderly employees  58 97 0 37.4 62.6 
Broad-based employee financial participation 
schemes  

30 125 0 19.4 80.6 
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The frequency table 4.8 shows that 80% of the organizations have 8 or less implemented 

organizational concepts. Furthermore, the two largest groups of 20 are the ones that have either 

implemented 6 or 8 organizational concepts in total.  

Table 4.8 frequency table of total number of implemented organizational concepts 

 

4.3.2 Technological process capabilities  

Table 4.9 shows the 21 indicators for the variable technological process capabilities. Just as 

with table 4.6 for the organizational capabilities, this table gives some insights into the 

frequency of organizations that have implemented each different technology in their 

organization over the past years. The table shows that the three most implemented technological 

developments are software for production planning/scheduling (62.3%), digital solutions to 

provide drawings, work schedules or work instruction on the shop floor (39.2%) and use 

machines or systems that automatically store operating data (42.6%). Whereas the three least 

implemented technological developments are energy technologies for transition from fossil to 

non-fossil carriers (9.0%), use web-based platforms for distribution of products (8.8%) and 3D 

printing technologies for manufacturing products, components and tools (7.7%). 

 

Number of 
organizational 

concepts 

Frequency Percentage Cumulative 
percentage 

 Number of 
organizational 
concepts cont. 

Frequency Percentage Cumulative 
percentage 

0 10 6.5 6.5  9 10 6.5 87.7 
1 14 9.0 15.5  10 9 5.8 93.5 
2 11 7.1 22.6  11 2 1.3 94.8 
3 14 9.0 31.6  12 3 1.9  96.8 
4 9 5.8 37.4  13 0 0 96.8 
5 15 9.7 47.1  14 4 2.6 99.4 
6 20 12.9 60.0  15 1 0.6 100 
7 13 8.4 68.4  16 0 0 100 
8 20 12.9 81.3  Total  155 100  
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Table 4.9 Frequency table for organizational concepts  

Table 4.10 shows how the organizations score on all of these 21 indicators combined. The table 

shows that the average number of organizational concepts implemented by the organization is 

5.6. The number of implemented organizational concepts range between 0 and 15 just like with 

the organizational capabilities. The skewness of 0.598 and the kurtosis of -.0306 fall in the 

normal distribution range of +/=2 (Field, 2018).  

 N Min  Max Mean Standard 
deviation 

Skewness  Kurtosis  

Number of total 
technological developments   

155 0 15 5.55 3.253 0.598 -0.306 

Table 4.10 Technological capabilities  

The frequency table 4.11 shows that just over 81% of the organizations have 8 or less 

implemented organizational concepts which are almost identical to the total number of 

Technological developments  YES NO Missing  YES % NO % 
Mobile/wireless devices for programming and 
controlling facilities and machinery  

36 118 1 23.4 76.1 

Digital solutions to provide drawings, work 
schedules or work instruction on the shop floor 

60 93 2 39.2 60.8 

Software for production planning/scheduling 96 58 1 62.3 37.7 
Digital exchange of product/process data with 
suppliers or customers 

41 114 0 26.5 73.5 

Near real-time production control systems 27 127 1 17.5 82.5 
Systems for automation and management of 
internal logistics  

18 136 1 11.7 88.3 

Product-lifecycle-management-systems or 
product/process data management 

14 140 1 9.1 90.9 

Virtual reality or simulation for product design 
or product development  

20 135 0 12.9 87.1 

Industrial robots for manufacturing processes 43 109 3 28.3 71.7 
Industrial robots for handling processes 33 120 2 21.6 78.4 
3D printing technologies for prototyping 22 133 0 14.2 85.8 
3D printing technologies for manufacturing 12 143 0 7.7 92.3 
Technologies for recycling and re-using water 26 128 1 16.9 83.1 
Technologies to recuperate kinetic and process 
energy  

26 128 1 16.9 83.1 

Energy technologies for transition from fossil 
to non-fossil energy carriers  

14 141 0 9.0 91.0 

To generate own energy, heat using solar, 
wind, water, bio-mass or geothermal energy 

32 123 0 20.6 79.4 

Switching off components, machinery or 
equipment during periods of non-use 

55 100 0 35.5 64.5 

Upgrading existing machinery or equipment 31 124 0 20.0 80.0 
Use of industrial robots  57 98 0 36.8 63.2 
Use web-based platforms for distribution of 
products  

13 135 7 8.8 91.2 

Use machines or systems that automatically 
store operating data  

66 89 0 42.6 57.4 
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organizational concepts. It is also interesting to note that no organization has more than 15 

technological developments or organizational concepts. Furthermore, the two largest groups are 

the ones that have implemented either 3 or 7 technological developments in total. In addition, 

only one organization has zero technological developments.   

Table 4.11 frequency table of total number of implemented organizational concepts 

 

4.3.3 Product innovation and product-service innovation  

Table 4.12 shows the frequencies of the organizations that have introduced a new product or 

product-service innovation since 2015. The table shows that just over 47% of the organizations 

have introduced a new product or have significantly improved an existing product since 2015. 

This shows that the two groups are pretty well balanced. On the other hand, only 18.1% of the 

organizations have introduced or significantly improved a new product-service since 2015. This 

group is less biased, by almost 80% to 20%.  

 YES NO Missing YES % NO % 
Introduced new product 
since 2015 

73 82 0 47.1 52.9 

Introduced new product-
service since 2015 

27 122 6 18.1 81.9 

Table 4.12 frequency table for product and product-service innovation 

The analysis later will analyze whether there is an interaction effect between product and 

product-service innovation. Therefore, it may be useful to divide the organizations in four 

different groups; 1) organizations that have not introduced new products or product-services 

Number of 
technological 
developments  

Frequency Percentage Cumulative 
percentage 

 Number of 
technological 
developments 
cont. 

Frequency Percentage Cumulative 
percentage 

0 1 0.6 0.6  11 5 3.2 94.2 
1 11 7.1 7.7  12 5 3.2 97.4 
2 16 10.3 18.1  13 2 1.3 98.7 
3 25 16.1 34.2  14 1 0.6 99.4 
4 15 9.7 43.9  15 1 0.6 100 
5 19 12.3 56.1  16 0 0 100 
6 7 4.5 60.6  17 0 0 100 
7 21 13.5 74.2  18 0 0 100 
8 11 7.1 81.3  19 0 0 100 
9 9 5.8 87.1  20 0 0 100 
10 6 3.9 91.0  21 0 0 100 
     Total  155 100  
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since 2015; 2) organizations that have only introduced or significantly improved a new product 

since 2015; 3) organizations that have only introduced or significantly improved a new product-

service since 2015; 4) organizations that have introduced or significantly improved both 

products and product-services since 2015. The frequency table 4.13 shows that; 49% of the 

organizations have not introduced or significantly improved a product or product-service since 

2015. Furthermore, it shows that the other innovative 51% of the organizations have almost all 

introduced a new product since 2015. Out of that 51% approximately one third has also 

introduced or significantly improved a product-service during the same period. Only 6 

organizations have only introduced or significantly improved a product-service in 2015, making 

it the smallest group of the dataset.  

 Frequency Percentage  Cumulative percentage  
No innovation 76 49.0 49.0 
Only product innovation 53 33.5 82.6 
Only product-service innovation 6 3.9 86.5 
Both innovation types  21 13.5 100 
Total 155 100  

Table 4.13 Frequency table for innovative organizations 

4.3.4 Firm growth  

Firm growth is measured by the combination of employee growth and revenue growth between 

the years of 2015 and 2017. As mentioned before, not all organizations have provided enough 

data to calculate both their revenue growth, as well as their employee growth. In some cases, a 

participant has provided enough to calculate one of the two, but not both. As mentioned at the 

beginning of this chapter, the extreme outliers were deleted by first transforming the variable 

and then detecting the extreme outliers. However, since revenue growth and employee growth 

can both have a 0 or negative numbers, a constant was added to all cases. After making sure 

there were not any zero’s or negative values for employee growth or revenue growth, z-scores 

were created in order to spot outliers. The z-scores were then added together and divided by 

two in order to determine the value for firm growth. The statistics of the employee growth and 

revenue growth before and after transformation can be seen in table 4.14. This table also 

contains the statistics for the new variable firm growth. The skewness of 0.147 and the kurtosis 

of 1.920 fall just inside of the normal distribution range (Field, 2018). Furthermore, the 155 

organizations have increased their revenue with an average of 22.56% and have grown their 

number of employees with an average of 13.84% since 2015. 
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Table 4.14 Revenue growth and Employee growth 

The SPSS output for all the univariate analyses can be found in appendix III.     

4.4 Bivariate analysis  

This section sets out to determine whether there is any multicollinearity between the variables. 

Multicollinearity means that variables are highly correlated which can be a problem for 

determining a variables unique contribution or explaining power (Field, 2018). 

Multicollinearity exists when the correlation between two variables is R>0.8 (Field, 2018). In 

the scope of this study it is important to determine whether there is any multicollinearity since 

it is one of the assumptions for multiple linear regression models. Multicollinearity will be 

assessed using two different methods; 1) Pearson correlation matrix. 2) Variance Inflation 

Factor (VIF) with tolerance values. Appendix IV shows a summary of the Pearson correlation 

matrix with * meaning a significance of p>0.05 and ** meaning significance of p<0.01.  

There are no correlation between any of the variables with a significant R>0.8 showing that 

there is no multicollinearity. According to Field (2018), an R value, between +/-0.1 and +/-0.3 

indicates a small effect, values between +/- 0.3 and +/- 0.5 indicate a medium effect and bigger 

than +0.5 indicates a large effect.    

The correlation table shows some interesting significant correlations between some variables. 

For example the positive effect between technological process capabilities and organizational 

capabilities of R(153)=.517,p<.001 shows that the two capabilities are highly correlated. There 

is also a small and medium positive effect between firm size and both organizational and 

technological process capabilities of R(153)=.294, p=<.001 and R(153)=.433,p<.001. This 

could indicate that the bigger the organization, the more capabilities they have. This effect 

seems to be stronger on technological process capabilities than on organizational capabilities. 

Furthermore, firm size is also positively correlated to firm age R(147)=.171, p=.037. 

 N Missing  Min Max Mean  Standard 
deviation 

Skewness Kurtosis 

Revenue growth % 155 28 -33.33 150 22.56 27.35 2.011 6.951 

Revenue growth centered and 
Transformed  

155 28 3.60 5.39 4.49 0.267 0.279 2.575 

Employee growth % 155 3 -30.00 100 13.84 20.245 1.368 3.879 

Employee growth centered and 
transformed  

155 3 3.81 5.16 4.46 0.215 0.242 1.534 

Firm Growth  155 0 -3.19 3.25 0.016 0.909 0.147 1.920 
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Product innovation correlates significantly with both technological process capabilities 

R(153)=.225, p=.005, as well as with organizational capabilities R(153)=193, p=.016. In 

addition, product innovation also significantly correlates with product-service innovation 

R(147)=284, p=<.001. It is however interesting to see that none of the variables are significantly 

correlated to the dependent variables firm growth.  

The second way to test if there is multicollinearity between the predictor variables is by 

checking the variance inflation factor (VIF) and the tolerance value. Generally, a VIF of >10 

and a tolerance of <0.1 indicated that there is multicollinearity (Field, 2018). The correlation 

table, together with the VIF and tolerance values will be evaluated for every model in the 

analysis. It is important that the variables do not show multicollinearity in any of the models 

used to test the hypotheses.      

 

4.5 Multivariate analyses  

4.5.1 Multiple linear regression model assumptions   

In order to use the multiple linear regression model, the data has to meet some of the model 

assumptions. Linear regression has a total of six main assumptions that will be evaluated in the 

following section. These assumptions are: 1) all variables must be on a continuous scale and 

have a normal distribution 2) Linearity between the independent and dependent variables 3) No 

multicollinearity between the independent variables 4) Normal distribution of the residuals. 5) 

Homoscedasticity, meaning that the residuals have a constant variance at every level of the 

independent variable. 6) Independence of the errors. (Field, 2018).  

The first assumption is met because the variables firm growth, organizational capabilities, 

technological process capabilities; firm age and firm size are all on a continuous scale. The 

variables product innovation and process innovation are both dichotomous variables. For these 

two variables dummy variables are created where 0= no and 1= yes, so it would fit the 

assumption. The control variable industry is a categorical variable and therefore multiple 

dummy variables are created in order to include it in the analysis. As shown earlier in the 

univariate analysis section, all variables have a normal distribution. The second assumption of 

linearity is assessed by creating scatter plots between the dependent variable and all 

independent variables (Field, 2018). These plots can be seen in appendix V and show that there 
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is a slight linear relation between the dependent variable and all the independent variables. The 

third assumption of no multicollinearity between the independent variables has been met and 

can be seen by the correlation table in the previous section. For every model that is used to test 

the hypothesis, the tolerance values and VIF will be assessed in order to meet this assumption. 

As mentioned before, the tolerance value should be >0.1 and the VIF should be <10 in order 

for there not to be any multicollinearity (Field, 2018).  

The assumptions of normal distribution of the residuals, homoscedasticity and independence of 

residuals will be assessed for each model. The normal distribution of residuals is assessed by 

interpreting the P-P plots in order to see whether the residuals follow the normal distribution 

line. Homoscedasticity is assessed by plotting the regression standardized predicted value 

against the regression standardized residuals and determining whether there is a pattern that 

could indicate heteroscedasticity (Field, 2018). The independence of errors is measured with 

the Durbin-Watson test in which a number around 2 is good, and a number below 1 and above 

3 can be problematic and point to autocorrelation (Field, 2018). This could mean that the values 

are inflated which could lead to insignificant results being found significant and should 

therefore be kept in mind when interpreting the results.  

 

4.5.2 Hypotheses testing  
 

In order to correctly answer the eight hypotheses, multiple regression analyses are done. Since 

there are missing values for the variables product-service innovation and firm age, the missing 

values were replaced by the mean in SPSS regression analysis for all models. The interaction 

effects were created by centering the variables of organizational capabilities and technological 

capabilities and multiplying these centered variables with the interaction variable.  

H1, H2, H3 and H4 

In order to answer the first four hypotheses a hierarchical multiple linear regression with three 

models was constructed. The first model includes the dependent variable firm growth and the 

control variables firm age, firm size and the dummy variables for industry. In the second model, 

the independent variables product and process innovation and the moderators; organizational 

capabilities and technological process capabilities are added. In the last model the four 

interaction effects are added. The four interaction effects are: 1) product innovation with 
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technological process capabilities. 2) Product-service innovation with technological process 

capabilities 3) Product innovation with organizational capabilities. 4) Product-service 

innovation with organizational capabilities.  

First the four assumptions of normally distributed residuals, homoscedasticity, independence 

of errors and the lack of multicollinearity are assessed. The SPSS output in appendix VI shows 

that the residuals follow the normal distribution line in the P-P plots and therefore meet the 

fourth assumption. The tolerance values are >0.1 and the VIF values are <10 for all values, 

indicating that there is no multicollinearity between the independent variables and therefore 

assumption three is also met. The scatterplot of the regression standardized predicted value 

against the regression standardized residuals show no patter which means that there is 

homoscedasticity and assumption five is met. The Durbin-Watson value is 0.806 which means 

it is < 1 and therefore there is a positive autocorrelation (Field, 2018). Assumption six is 

therefore not met and should be kept in mind when interpreting the results. 

All three models are not significant and do not explain a significant proportion of the variance 

in the dependent variable. The second model has the least explanatory power (adjusted R²=.020; 

F (4,142) = 1.257; p =.251), followed by the first model (adjusted R² = 0.23; F (8,146) = 1.448, 

p =.181), with the third model having the highest adjusted R² (adjusted R² = 0.60; F (16,138) = 

1.629, p = .071). This means that product innovation, product service innovation, technological 

capabilities and organizational capabilities when added separately to the model, actually 

decrease the explaining power of the model. However, adding the four interaction effects 

increases it and accounts for some of the variance in the dependent variable firm growth. The 

F change is significant F = (4,138) 2.544, p=.042 for the third model. All variables combined 

only explain 15.8% the variance in the dependent variable firm growth, however according to 

the adjusted R² the model only explains 6% of the variance. Furthermore the R square change 

shows that adding the interaction effects results in the biggest (adjusted) R².  

Table 4.15 summarizes the results of the three models in the hierarchical multiple regression 

analysis. It shows that none of the variables are significant in the first two models. However, 

when the four interaction effects are added in the third model, three out of the four interaction 

effects are significant. In the following section the results of the model will be used to test the 

first four hypotheses.    
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 Model I Model II Model III 
 B (β)  B (β)  B (β)  
Firm age  -.004 (-.144) -.004 (-.144) -.004 (-.156) 
Firm size .001 (.063) .001 (.054) .001 (.050) 
Metal industry .044 (.019) .054 (.024) .049 (.022) 
Food industry .059 (.018) .033 (.010) .021 (.007) 
Textile industry  -.155 (-.060) -.125 (-.048) -.136 (-.052) 
Chemical industry  -.114 (-.043) -.094 (-0.35) -.124 (-.047) 
Machinery industry  .395 (.160) .368 (.149) .267 (.109) 
Construction industry  .784 (.119) .801 (.122) .783 (.119) 
Product innovation  .023 (.012) .063 (.035) 
Product-service innovation  .234 (.097) .069 (.029) 
Organizational capabilities   -.029 (-.110) .016 (.061) 
Technological process capabilities   .033 (.117) -.021 (-.074) 
Product*Technological   .431 (.332)* 
Product*Organizational    -.503 (-.392)* 
Product-service*Technological    -.073 (-.039) 
Product-service*Organizational    .556 (.218)* 

Model Statistics 
R² (adjusted R²) .074 (.023) .096 (.020) .158 (.060) 
F (degrees of freedom) 1.448 (8, 146) 1.257 (12, 142) 1.620 (16, 138) 
p-value  .181 .251 .071 

Table 4.15: Model summary -       N = 155; **p<.01; *p<.05 

The first hypothesis is that the more improved the technological process capabilities of an 

organizational, the stronger the impact of product innovation on firm growth. The second model 

shows that product innovation predicted firm growth with β =.012; p =.887 which increases to 

β =.035; p =.688 in the third model. However, these effects are both not significant. According 

to the first hypothesis, the effect on firm growth of product innovation combined with 

technological process capabilities is stronger than the effect of product innovation alone. This 

is supported by the significant interaction effect of product innovation and technological 

process capabilities in the third model β = .332; p = .022. Therefore the first hypothesis is 

accepted.  

The second hypothesis is that the more improved the technological process capabilities of an 

organization, the stronger the impact of product-service innovation on firm growth is. The 

second model shows that product-service innovation predicted frim growth with β =.079; p 

=.258 which decreased to β =.029; p =.753 in the third model. According to the second 

hypothesis, the effect of product-service innovation combined with technological process 

capabilities on firm growth is stronger than the effect of product-service innovation alone. The 
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third model shows that the interaction effect of product-service innovation and technological 

process capabilities is β =-.039; p =.726. This effect is stronger than the individual effect of 

product-service innovation of firm growth; however the effect is not significant. Therefore the 

second hypothesis is rejected.   

 The third hypothesis is that the more developed the organizational capabilities of an 

organization, the stronger the impact of product innovation on firm growth is. The third model 

shows that the effect of product innovation combined with organizational capabilities has a 

stronger significant effect on firm growth β = -.392; p =.008, than product innovation alone β 

=.035; p =.688. Therefore the third hypothesis is accepted. However, it is important to note that 

the effect is negative, meaning that the more organizational capabilities an organization has, the 

less firm growth they will experience after introducing a new product.   

The fourth hypothesis is that the more developed the organizational capabilities of an 

organization, the stronger the impact of product-service innovation will be on firm growth. The 

third model shows that the effect of product-service innovation combined with organizational 

capabilities has a stronger significant effect on firm growth β = .218; p =.047, than product-

service innovation alone β =.029; p =.753. Therefore the fourth hypothesis is also accepted.  

 

H5 and H6 

In order to answer the fifth and the sixth hypothesis a hierarchical multiple linear regression 

with two models was constructed. The first model includes the dependent variable firm growth, 

the control variables firm age, firm size, the industries, product innovation, product-service 

innovation, technological process capabilities and organizational capabilities. In the second 

model the two additional interaction effects are added; 1) Product innovation with technological 

process capabilities and organizational capabilities. 2) Product-service innovation with 

technological process capabilities and organizational capabilities. 

The four assumptions have been assessed for these models as well. The data met the assumption 

of normally distributed residuals, homoscedasticity, and lack of multicollinearity. However, the 

Durbin-Watson test value was 0.750 and is therefore too low. Therefore this assumption was 

not met again. The scatterplots and tables used to assess the assumptions can be found in 

appendix VII.  
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Both of the models are not significant and explain a very small and insignificant proportion of 

the variance in the dependent variable. The second model with the interaction effects has a 

smaller explanatory power (adjusted R² = .015; F (14,140) = 1.167, p =.308) than the first model 

without interaction effects (adjusted R²=.020; F (12,142) = 1.257; p =.251). This indicates that, 

adding the interaction effects actually makes the model have less explanatory power. The 

second model explains 10.4% of the variance. However, when adjusting the R² it only predicts 

1.5%. Yet, the F changes are not significant, and thus the added interaction effects do not 

significantly influence the R².   

Table 4.16 summarizes the results of the three models. In the following section the results of 

the model will be used to test the fifth and sixth hypotheses.  

 Model I Model II 
 B (β)  B (β)  
Firm age  -.004 (-.144) -.004 (-.144) 
Firm size .001 (.054) .001 (.035) 
Metal industry .054 (.024) .053 (.024) 
Food industry .033 (.010) -.018 (-.006) 
Textile industry  -.125 (-.048) -.155 (-.060) 
Chemical industry  -.094 (-0.35) -.107 (-.040) 
Machinery industry  .368 (.149) .343 (.139) 
Construction industry  .801 (.122) .800 (.122) 
Product innovation .023 (.012) -.003 (-.002) 
Product-service innovation .234 (.097) .247 (.103) 
Organizational capabilities  -.029 (-.110) -.037 (-.141) 
Technological process capabilities  .033 (.117) .026 (.094) 
Product*Tech*Organ  .097 (.100) 
Product-service*Tech*Organ  .081 (.045) 

Model Statistics 
R² (adjusted R²) .096 (.020) .104 (.015) 

F (degrees of freedom) 1.257 (12, 142) 1.167 (14,1440) 

p-value  .251 .308 

Table 4.16: Model summary -     N = 155; **p<.01; *p<.05 

The fifth hypothesis is that the combination of technological process capabilities and 

organizational capabilities exceeds their respective individual contribution to the growth 

effectiveness of product innovation. When looking at product innovation on its own, It barely 

has a direct effect on firm growth β =-.012; p =.887 in the first model. It actually has a negative 

effect on firm growth in the second model with β -.002; p =.987 when the interaction effects 

are added to the model, however it is still not a significant effect. It is interesting to see that in 
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the first model, there is a positive effect and in the second model a negative effect. 

Organizational capabilities has an insignificant negative effect on firm growth in both models 

β =-.110; p =.267 and β =-.141; p =.173, technological process capabilities has an insignificant 

positive effect in both models with β =.117; p =.241 and β =.094; p =.363. However, their 

combination has a larger positive effect on firm growth β =.100; p =.319. Yet, this effect is 

insignificant and therefore the fifth hypothesis is rejected.       

 The sixth hypothesis is that the combination of technological process capabilities and 

organizational capabilities exceeds their respective individual contribution to the growth 

effectiveness of product innovation. When looking at product-service on its own in the second 

model, it has an insignificant positive effect on firm growth β =.103; p =.281. The interaction 

effect between technological process capabilities, organizational capabilities and product-

service innovation is smaller β =.045; p =.629, than the negative individual effect of 

organizational capabilities β =-.141; p =.173. In addition, none of these relations are significant 

and therefore the sixth hypothesis is rejected.        

H7 and H8 

In order to answer the last two hypotheses a hierarchical multiple linear regression with three 

models was constructed again. The first model includes the dependent variable the three control 

variables, product/product-service innovation, technological process capabilities and 

organizational capabilities. The interaction effect between product and product-service 

innovation is added to the second model. The third model includes the interaction effect 

between all four variables.  

Firstly, thee four assumptions have been evaluated for all three models. The data met the 

assumption of homoscedasticity, normally distributed residuals, and the lack of 

multicollinearity. Still, The Durbin-Watson test value was 0.748 and is therefore too low again. 

Therefore the assumption of independence of errors was not met. The scatterplot and SPSS 

output used to evaluate the assumptions can be found in appendix VIII.  

None of the three models are significant or explain a decent amount of the variance in the 

dependent variable. It is interesting to see that adding the interaction effect between product 

and product-service innovation brings the adjusted R² down (adjusted R²=.016; F (13,141) = 

1.190; p =.292). And adding the last interaction effect between all four variables is also bringing 

it down (adjusted R²=.014; F (14,140) = 1.156; p =.316). This means that adding these two 
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interaction effects, actually help to explain the firm growth of an organization less. The first 

model has the largest explanatory power, however, it is still very small adjusted R²=.020; F 

(12,142) = 1.257; p =.251. The model explains 10.4% of the variance, however, when the R² is 

adjusted it only predicts 1.4%. The F changes are not significant; therefore the added interaction 

effects do not have a significant enough effect on the R². Table 4.17 summarizes the findings 

in the three models. In the next section the outcomes of the model will be used to test the last 

two hypotheses.  

 Model I Model II Model III 
 B (β)  B (β)  B (β)  
Firm age  -.004 (-.144) -.004 (-.143) -.004 (-.146) 
Firm size .001 (.054) .001 (.052) .001 (.049) 
Metal industry .054 (.024) .024 (.011) .011 (.005) 
Food industry .033 (.010) -.026 (-.008) -.042 (-.013) 
Textile industry  -.125 (-.048) -.146 (-.056) -.152 (-.058) 
Chemical industry  -.094 (-0.35) -.111 (-.042) -.138 (-.052) 
Machinery industry  .368 (.149) .344 (.140) .309 (.125) 
Construction industry  .801 (.122) .785 (.119) .765 (.116) 
Product innovation .023 (.012) .073 (.040) .083 (.046) 
Product-service innovation .234 (.097) .463 (.193) .475 (.198) 
Organizational capabilities  -.029 (-.110) -.030 (-.115) -.034 (-.130) 
Technological process capabilities  .033 (.117) .032 (.115) .033 (.116) 
Product*Product-service   -.319 (-.120) -.380 (-.144) 
Product*product-service*Organ*Tech   .276 (.073) 

Model Statistics 
R² (adjusted R²) .096 (.020) .099 (.016) .104 (.014) 
F (degrees of freedom) 1.257 (12, 142) 1.190 (13, 141) 1.156 (14, 140) 
p-value  .251 .292 .316 

Table 4.17: Model summary -       N = 155; **p<.01; *p<.05 

The seventh hypothesis is that the combination of product innovation and product-service 

innovation exceeds their respective individual contribution to firm growth. When looking at the 

second model, the individual effect of product-service innovation on firm growth (β =.193; p 

=.248) is bigger than the combinative effect of product innovation and product-service 

innovation in the same model β =-.120; p =.503. It is interesting to see that the separate effects 

of product innovation and product-service innovation on firm growth are both positive, while 

the combinative effect is negative. However, none of these relations are statistically significant 

and therefore the seventh hypothesis is rejected.  
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The final hypothesis is that the impact of product innovation and product-service innovation on 

firm growth is stronger when it is combined with the organizational capabilities and 

technological process capabilities of an organization. As mentioned in the section above, the 

combination of product and product-service innovation has a negative effect on firm growth. 

This effect is also still there in the third model β =-.144; p =.430. However when combining it 

with organizational capabilities and technological process capabilities the effect on firm growth 

turns positive again β =.073; p =.391. Still, this effect is smaller than the individual effect of 

product-service innovation on firm growth (β =.198; p =.236).  Besides, the effects are all 

statistically insignificant and therefore the eighth hypothesis is rejected.     

 

Figure 3 summarizes the findings and shows which hypothesis are accepted and rejected with 

the adjusted R². It shows that H1, H3 and H4 are accepted, while H2, H5, H6, H7 and H8 are 

rejected.  

 

 

 

N = 155, **p <.01; *p <.05 

 

 

 

 

Figure 3: Summary of findings  
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4.5.3 Post-hoc analyses  

 

In order to further investigate the significant relationships between; product innovation-

technological process capabilities, product innovation-organizational capabilities and product-

service innovation-organizational capabilities, some additional regression analysis were done 

that are out of the scope of this research. The purpose of these analyses was to determine 

whether there was a difference of these interaction effects on employee growth and revenue 

growth separately. The results of these analyses indicate that the Durbin-Watson statistic is 

1.353 for employee growth but only .290 for revenue growth. Since the Durbin-Watson statistic 

for employee growth is >1 and higher than the Durbin-Watson value of .806 for firm growth, 

there is less autocorrelation and the results may be more reliable (Field, 2018).  

The results show that all three interaction effects disappeared for revenue growth. However, 

firm age has an unexpected significant negative effect on revenue growth with β =-.179; p =.040 

indicating that older organizations were generally less profitable. Additionally, the interaction 

effect between product-service innovation and organizational innovation disappeared for 

employee growth as well β =.180; p =.102. However, the interaction effect between product 

innovation and technological process capabilities β =.362; p =.013 and between product 

innovation and organizational capabilities β =-.349; p =.018 are still significant for employee 

growth. These results indicate that the interaction effects between these two variables are the 

strongest on the employee growth of the organization. The findings indicate that the 

combination of product innovation with technological process capabilities results in an increase 

in employee growth, which is in line with the findings of Braunerhjelm, P. & Thulin, P. (2022). 

In contrast, the combination or product innovation and organizational capabilities results in a 

decreased number of employees. All the other analyses did not show any significant interaction 

effects for employee growth or revenue growth. If interested in the SPSS output for these 

additional analyses, the output can be requested from the student.     
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5. Conclusion and Discussion 

This chapter aims to bring together the findings of this study and synthesis them in order to 

answer the research question. It does this by simultaneously placing the findings in the context 

of existing scientific literature. Lastly, it answers the research question and elaborates on some 

managerial implications that arise from the empirical findings.   

This research aimed to examine the potential interaction effects of different types of innovation 

on firm performance, in order to add to the exiting literature on the complex relation between 

innovation and firm performance. Similar studies have been conducted mainly in the service 

industry, however to the knowledge of the researcher similar studies have not yet been 

conducted in the manufacturing sector in the Netherlands. The research aimed to provide some 

insight by exploring the following research question: “To what extend do the different 

innovation types have a combined effect on firm performance in the Dutch manufacturing 

industry?” 

In order to properly answer this research question, eight hypothesis were constructed that aimed 

to explore the relationship between four different innovation types, namely; product innovation, 

product-service innovation, organizational innovation and technological process innovation, 

and firm growth. These hypotheses were tested for 155 organizations in the Dutch 

manufacturing sector. The data was provided by the EMS survey and was analyzed by 

performing multiple hierarchical linear regression analyses. The results showed that three out 

of the eight hypotheses were accepted. The findings of this study and their relation to existing 

literature will be discussed in the following section. 

This study has provided some interesting insights into the complex relation between innovation 

types and their effects on firm growth, by testing the proposed hypotheses as well as though 

findings that emerged from the analysis. In the context of this study, the findings that were out 

of the scope of this study were that none of the analysis showed that product innovation or 

product-service innovation individually had a direct significant effect on firm growth in the 

short term. These findings are in line with the findings of several researchers that found no 

significant direct effect of product innovation on firm growth (Bottazzi et al., 2001; Gabriele 

and Corsino, 2010; Geroski, Machin and Walters, 1997; Geroski and Mazzucato, 2002). This 

seems to indicate that simply introducing new products does not significantly affect firm 

growth. In addition, none of the analyses showed a significant direct effect of technological 

process innovation or organizational innovation on firm growth. These findings are in line with 
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some studies that also failed to find significant relations between organization innovation and 

performance (Rajapathirana and Hui, 2018; YuSeng and Ibrahim, 2020) and between 

technological process innovation and firm growth (Ali-Yrkko and Martikainen, 2008). These 

findings indicate that organizations that simply innovating do not have a significant increase in 

firm growth. 

However, this study hypothesized that some combinations of innovation types would have a 

significant effect on firm growth because some innovation types could be considered 

capabilities. This notion is partially supported. The combination of product innovation and 

technological process capabilities was found to significantly and positively affect firm growth, 

in particular employee growth. Organizations that had more developed technological 

capabilities were found to be more successful when introducing new products. These findings 

are in line with the findings of multiple researchers who found that the combination of product 

innovation and technological process innovation lead to improves performance in the 

manufacturing sector (Goedhuys and Veuegelers, 2008; Mirvate and Pernias, 2006). 

Additionally, the findings also seem to support the view that technological capabilities could 

be considered innovation capabilities that improve the success of product innovations. A similar 

moderating relationship between technological capabilities and product innovation was found 

by Agustia et al. (2022). However, it is important to note that they found that technological 

capabilities of an organization had a negative effect on firm performance when combines with 

product innovation. Furthermore, the combination of product-service innovation and 

technological process capabilities did not significantly affect firm growth in the scope of this 

study. This indicates that the effect of technological capabilities is different on product and 

product-service innovations.   

Another finding of this study was the negative combined effect of product innovation and 

organizational capabilities on firm growth. According to the analysis, organizations that had 

developed organizational capabilities, shrunk when they introduced a new product. This 

affected employee growth in particular.  These findings are in contrast with a large scientific 

body that argues that the combination of organizational innovation and product innovation will 

improve firm performance (Lin and Chen, 2007; Gunday et al., 2008). However, some have 

noted that these effects are not due to organizational innovation, but due to marketing (Johne 

and Davies, 2000). In addition, the results of this study showed that organizational capabilities 

did have a significant positive effect on firm growth when combined with product-service 
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innovation. This indicated that the organizational capabilities may be more beneficial for 

organizations that offer product-services instead of products.  

Paradoxically, the combination of product innovation, organizational capabilities and 

technological process capabilities were not found to significantly affect firm growth, even 

though their separate combination did have a significant effect. The effect was also not found 

to be significant for product-service innovation. These findings are in stark contrast with the 

findings of Damanpour and Evan (1984), who found organizations that focused on both 

innovation types to be more successful than organizations that chose to focus on one. The 

findings also diverge from many researchers who found that the combination of technological 

and organizational innovation is crucial for the market success of new products (Cozzarin and 

Perzival, 2006; Hauser, Tellis & Griffin, 2001; Tidd, Bessant and Pavitt, 2009). 

Similarity, the combination of product innovation and product-service innovation showed a 

negative effect on firm growth. This is line with the findings of Eggert et al. (2011) and others, 

who have found that combining the two types of innovation could lead to a decrease in firm 

performance (Standley and Wojcik, 2005; Fang, Palmatier and Steenkamp, 2008). But, it is 

important to note that the findings of this negative effect were not significant. Even though, the 

correlation table showed that there was a significant correlation between product innovation 

and product-service innovation, further research is needed to identify the exact nature of this 

relation.   

The findings of the analysis did not support the final hypothesis that the combination of all four 

innovation types will lead to a significant firm growth. This is not surprising considering the 

previously explained interactions. The mixed effects between the innovations types could 

explain why combining all four innovations did not have a significant effect on firm growth. 

Based on the findings of this study, the following research question is answered and some 

managerial implications that arise from the empirical findings are elaborated upon: 

“To what extend do the different innovation types have a combined effect on firm 

performance in the Dutch manufacturing industry?” 

The findings of this study indicate that different innovation types have a combined effect on 

firm performance in the Dutch industry. These combined effects are often stronger and more 

significant than the separate direct effect of these same innovation types on firm growth. 

However, these effects are not consistent between the different types. For example, 
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organizational innovation has a positive effect on firm growth when combined with product-

service innovation, but a negative effect when combined with product innovation. Similarity, 

technological process capabilities have a positive effect on firm growth when combined with 

product innovation, but a negative effect when combined with product-service innovation. 

These relations show that organizations are better off when focusing on a combination of either 

technological (product and technological process innovation) or non- technological innovation 

types (product-service and organizational innovation) in order to improve their growth strategy.  

Based on the empirical findings of this study, organizations that want to optimize their growth 

strategy by product and product-service innovations could benefit from sticking to improving 

either their technological or non-technological capabilities depending on their offered products. 

If an organization wants to introduce a new product, it would be recommended to make sure 

their technological process capabilities are developed, since according to the findings, product-

innovation on its own does not lead to significant firm growth. Additionally, these organizations 

seemed to be negatively affected by organizational capabilities and could be better of sticking 

to developing their technological process capabilities instead. In contrast, organizations that 

want to introduce a product-service innovation, should considering evaluating their 

organizational capabilities, since product-service innovation on its own does not lead to a 

significant firm growth either. These organizations seemed to be negatively affected by 

technological process capabilities and should therefore consider elevating their organizational 

capabilities, rather than their technological process capabilities. These findings could therefore 

help guide organizations in their innovation decisions, based on whether they are planning on 

introducing new products or new product-services.  

On the other hand, the findings could help managers decide whether their organization could 

be more successful in introducing new products or products-services. If an organization has 

highly developed technological process capabilities, it may be more successful focusing on 

products innovation rather than product-service innovation. In contrast, organizations that have 

better developed organizational capabilities could benefit in focusing on product-service 

innovations. Lastly, organizations that engage in both product innovation and product-service 

innovation could assess their capabilities in order to decide which type of innovation would be 

more suited for their organization. They should also keep in mind, that if they engage in all four 

types of innovations, these innovation types could have a combined positive effect with some 

innovations, while simultaneously having a negative effect with other innovation types.     
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6. Limitations and recommendations  

As is always the case with any research, this study had some limitations. The most relevant 

limitations of this study can be divided into three main issues, namely, time constrains, 

representativeness and methodological/design issues. These limitations will be discussed in this 

chapter, and will serve as inspiration for potential future research projects.  

The limitation of time and methodological/design issue are somewhat overlapping in the 

context of this study. While researching innovation, it was evident that the relationship between 

innovation and firm performance is often subject to time lag issues. This simply means that in 

order to correctly measure the effect of innovation, it is best to observe the organization and its 

performance over a longer period of time (Mai et al., 2019; Zahra and Sidhartha, 1993; West, 

1992). Therefore, longitudinal studies might be more appropriate, but were not possible due to 

time constraints. In order to somewhat include a variable that measures change over a period of 

time, the employee growth and revenue growth between the years of 2015 and 2017 was 

decided upon. However, more complex research could have been designed with the data that 

was available in the dataset. For example, this research did not take into account the year the 

different technological and organizational concepts were implemented. Thus, an organization 

that has been using 3D printing for 8 years is considered just as technologically developed as 

an organization that has just started using 3D printers half a year ago. However, due to time 

constraints this type of complex methodologic design was not used. Yet, future research could 

include a time aspect to these types of researches and use more detailed indictors to determine 

organizational and technological capabilities.  

Another limitation is the representativeness of the research findings and the dataset. The survey 

was send to all organizations in the Dutch manufacturing industry that are registered in the 

KvK. From the total of 7172 organizations, 155 were included in the final analysis which means 

that the dataset was 2.16% of all the organizations. For example, the sector construction only 

had three organizations, which should be kept in mind when interpreting the results. Future 

research could try to focus on one or two subsectors instead of a broad industry.  

Furthermore, the study suffered from some methodological/design issues. First of all, the 

determination of organizational and technological process capabilities was restricted due to the 

close-ended nature of the survey. The questionnaire asked for a couple specific organizational 

and technological concepts and left no space for organizations to included organizational and 

technological concepts that they may have implemented. This could lead to organizations 
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scoring low on capabilities, even if they were to have a lot of other implemented concepts that 

were not measured by the questionnaire. Future research could try to avoid this problem by 

constructing surveys in a different way or measuring organizational and technological 

capabilities differently.  

Lastly, there were two main issues with the analysis that should be mentioned. These are the 

violation of the independence of errors assumption in linear regression and the low R² scores. 

Due to a lack of experience and advanced statistical knowledge, the problem of independence 

of errors was determined, however not resolved. A low Durbin-Watson score points to a 

positive autocorrelation. This could inflate some results and show insignificant results to be 

significant. Therefore this should be kept in mind when interpreting the results. Nevertheless, 

it is important to note that thee Durbin-Watson score was higher while conducting the post-hoc 

analysis for employee growth. These post-hoc analyses did find some significant interaction 

effects which could be more reliable. Furthermore, a low R² score could indicate that the model 

fit is not correct for the data. This could mean that the relationship between innovation types 

and firm growth is not linear. If this is the case, other analysis methods could be better fitted to 

explore and understand the relationship between innovation and firm growth more accurately.  

 

 

 Gantt-chart of the MT process 
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Appendix III: SPSS output univariate analysis  
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Appendix IV: Correlation table  

 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1. Organizational 
capabilities  

1              

2. Technological 
capabilities  

.517** 1             

3. Firm Growth -.040 .103 1            
4. Product 
innovation 

.193* .225** .068 1           

5. Product-service 
innovation 

.161 .160 .095 .284** 1          

6. Firm age -.039 .029 -.145 -.036 -.042 1         
7. Firm size .294** .433** .083 .135 -.073 .171* 1        
8. Metal industry  -.002 .065 -.032 .098 -.119 .197* -.027 1       
9. Food industry  .075 .113 .006 .134 .053 .060 .140 -

.154 
1      

10. Textile 
industry  

.025 -.081 -.111 -.013 .001 .041 -.089 -
.207

** 

-.123 1     

11. Construction 
industry 

-.038 .005 .124 -.039 -.067 -.134 .035 -
.072 

-.043 -.057 1    

12. Chemical 
industry  

.094 .008 -.052 -.071 .019 -
.162* 

-.091 -
.202

* 

-.120 -.161* -.056 1   

13. Machinery 
industry  

-
.224** 

-.053 .164* .113 -.048 -063 -.099 -
.224

** 

-.133 -.178* -.062 -.174* 1  

14. Electronic 
industry  

.062 -.030 -.022 -.011 .124 -.032 -.017 -
.296

** 

-
.175* 

-
.236*

* 

-.081 -.230** -.254** 1 

 Pearson correlation table; **p<0.01, *p<0.05 
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Appendix V: Linearity between independent variables  
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 Appendix VI: SPSS Output first analysis   
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Appendix VII: SPSS Output second analysis   
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Appendix VIII: SPSS Output third analysis  

 

  


	Abstract
	Preface 
	1.  Introduction
	1.1 Background and Problem indication
	1.2 Research objective and Research question
	1.3 Thesis outline

	2. Theoretical framework
	2.1 Firm Performance
	2.2 Innovation types as innovation capabilities
	2.2.1 Innovation types
	2.2.2 Innovation in the resource based view
	2.2.3 Dynamic capabilities and innovation capabilities
	2.2.4 Innovation activity and innovation capabilities

	2.3 Innovation and business growth: construction of an explanatory framework
	2.3.1 Aligning the types of product innovation with technological process capabilities and organizational capabilities individually
	2.3.2 Aligning the types of product innovation with technological process innovation and organizational capabilities combined
	2.3.3 Aligning product and product-service innovation with coordinated and uncoordinated technological process and organizational capabilities

	2.4 Conceptual model

	3. Methodology
	3.1 Research objective
	3.2 Research method
	3.3 Data collection
	3.4 Data set
	3.5 Validity and Reliability
	3.6 Measurement development
	3.7 Analysis method
	3.8 Research ethics

	4. Analysis
	4.1 Descriptive statistics
	4.2 Variable construction
	4.2.1 Technological process capabilities and organizational capabilities
	4.2.2 Product innovation and product-service innovation
	4.2.3 Firm growth
	4.2.4 Firm size, Firm age and industry

	4.3 Univariate analyses
	4.3.1 Organizational capabilities
	4.3.2 Technological process capabilities
	4.3.3 Product innovation and product-service innovation
	4.3.4 Firm growth

	4.4 Bivariate analysis
	4.5 Multivariate analyses
	4.5.1 Multiple linear regression model assumptions
	4.5.2 Hypotheses testing

	4.5.3 Post-hoc analyses

	5. Conclusion and Discussion
	6. Limitations and recommendations
	References
	Appendices
	Appendix I: EMS Survey 2018
	Appendix II: SPSS output descriptive statistics
	Appendix III: SPSS output univariate analysis
	Appendix IV: Correlation table
	Appendix V: Linearity between independent variables
	Appendix VI: SPSS Output first analysis
	Appendix VII: SPSS Output second analysis
	Appendix VIII: SPSS Output third analysis


