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Abstract 
 

This thesis is testing the forecasting performance of the heterogeneous autoregressive model for 

realized volatility (HAR-RV), against the generalized autoregressive conditionally heteroskedastic 

model (GARCH (1, 1)), and the volatility derived from the volatility index in the Netherlands. 

Using data from the AEX index for the period 2000 to 2018, it has been found that the HAR-RV 

model was able to better forecast volatility for this period against GARCH (1, 1) and VAEX. The 

same results were produced when the models were tested in the two periods of crisis, namely 2000 

to 2002 and 2007 to 2009. The daily out of sample forecasting performance of the models was 

based on a 252 days training period. The mean squared error (MSE) and the mean absolute error 

(MAE) methods have been used to estimate the forecasting performance of the models against the 

actual realized volatility. The indices of the S&P 500 and Nikkei 225 and their respective volatility 

indices have been tested for the same periods as a robustness check. The performance of the HAR-

RV model was again superior against the GARCH (1, 1) model and the respective volatility indices 

for all the periods.  
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1. Introduction 
 

The topic of forecasting volatility has attracted a lot of attention in the last decade from many 

academics and also financial professionals. It has been a subject of great discussion over the years 

and a lot of research has already been done. Volatility is the most important component when it 

comes to derivative pricing, improvement of portfolio and value at risk analysis (Gospodinov, 

Gavala & Jiang, 2006). Being able to carefully model and forecast volatility is crucial when dealing 

with risk and asset management but also with option pricing. Volatility is a statistical measure that 

is widely implemented in the financial sector. More specifically, it is frequently used for hedging 

(Brenner, Ou & Zhang, 2006) the pricing of derivatives and risk management (Antonakakis & 

Darby, 2007; Christoffersen & Diebold, 2000). Until today the fluctuation of the volatility has not 

been able to be depicted in a proper pattern (Parasuraman & Ramudu, 2011).Commonly, volatility 

is considered as a way of measuring the risk or the variability of an underlying asset (Härdle & 

Silyakova, 2012). The higher the volatility, the riskier the market index or underlying security. If 

we are able to predict where volatility can go, then we can automatically strengthen the ability to 

take the correct financial decision. For example, the volatility index (VIX) is an index that shows 

what the expectation on thirty-day forward-looking volatility can be. This index or similar indices 

for other stock markets are often used by investors and analysts as a measure of market risk when 

they want to take financial decisions. Gonzalez & Novales (2007) found that the volatility index of 

the Spanish market was able to capture the level of risk and help the market participants on taking 

financial decisions. For example, many institutions want to know the current values of the portfolio 

that they manage but also to be able to have accurate predictions of the future values of them. So 

forecasting volatility is essential also for institutions that are involved with portfolio management 

and options trading. Volatility can also be used from new investors, because it can provide useful 

insights as to what are the differences between high risk and investment. It is common for new 

investors to wrongly assume that investment risk is a quantifiable and well-defined concept, while 

in reality there seems to be no consensus about what investment risk really is and how it should be 

measured (Balzer, 1994). Therefore, in order for investors to be able to make more accurate 

decisions, it is important to know which model that can be used in forecasting volatility is 

producing the best results. All these processes require a reliable measure of past and future 

volatility. Furthermore, volatility receives a great deal of concern from public policy makers in 
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their continuous attempt to stabilize financial markets and the economy as a whole (Fatas & Mihov, 

2005). 

 

Oftentimes in finance there is confusion between volatility, standard deviation and risk. It is 

important to make these concepts clear. In finance, volatility is often used when we refer to standard 

deviation (σ) or when we talk about variance (σ2). The variance is calculated from the formula 

below:  

 

σ2 =
1

𝑁 − 1
∑(𝑅𝑡

𝑁

𝑡=1

− Ṝ)2                                       (1) 

 

It is formulated as the squared sum of the return minus the average return divided by the number 

of returns minus one. Where 𝑅𝑡 is the return in a specific period chosen at time t, and Ṝ is the 

average return over that period. The link between risk and volatility is subtle. When talking about 

risk it is most of the times associated with high or low returns and can be described as the chance 

that the actual return of an investment will diverse from the expected actual return (Rubaltelli,  

Ferretti & Rubichi, 2006). Since it has been depicted how the variance is calculated, the standard 

deviation can be derived from the square root of the above equation (1). As mentioned by Ding, 

Granger& Engle (1993), it is better to measure volatility directly from absolute returns1. 

 

There is a distinction between realized volatility, which is the volatility of a security in a specific 

period based on historical data, and implied volatility, which depicts the current market value of 

volatility over a particular period of time based on the expected movements of the market. There 

are models that can predict volatility based on realized volatility. However, realized volatility by 

itself is not a predictor of volatility, but just simply the actual historical volatility that can be used 

in a model, to predict future volatility. On the other hand, implied volatility is the future expected 

volatility that is derived from financial instruments such as options. It has been found that implied 

volatility is outperforming a model that predicts future volatility based on realized volatility when 

it comes to forecasting future volatility (Christensen & Prabhala, 1998). Jorion (1995) has found 

 
1According to Davidian & Carroll (1987) absolute returns are more robust against non-normality and asymmetry. 
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that implied volatility for options on foreign currency futures is efficient but at the same time biased 

estimator of the realized volatility2.  

 

Besides measuring volatility using the VIX or the realized volatility, another way can be considered 

to model volatility. One of the most common approaches of modeling volatility indirectly is using 

ARCH or GARCH models, but nowadays with the realized measures, it became possible to directly 

model volatility. One of the models that directly uses the realized measures to forecast volatility is 

the HAR model. The major idea of this model is that investors with different time horizons perceive 

and react to different types of volatility. It is a model that has a simple structure; it is easy to 

estimate and is able to replicate the main features of financial data (Corsi, 2003). The HAR model 

is basically an additive cascade of realized volatilities, generated at different time horizons, that 

follows an autoregressive process. 

 

Although there has been a lot of research regarding the predictability of volatility, the topic still 

remains controversial and there is still uncertainty on which one is the best forecasting model. As 

mentioned before the HAR model has the advantage of being a simple model to estimate and able 

to reproduce many of the features of volatility data. Several researchers have previously focused 

on pre-crisis periods (Deo, Hurvich & Lu, 2006; Corsi, 2009), while there has been some research 

on after crisis periods as well (Vortelinos, 2017). The majority of the studies (Sharma & Vipul, 

2015; Chin, Lee & Yap, 2016; Wen, Gong & Cai, 2016; Ma, Wei, Huang  & Chen, 2014; Seďa, 

2013) cover both crisis periods; however either they compare only a limited amount of forecasting 

volatility models (Sharma & Vipul, 2015; Wen et al., 2016; Deo et al., 2006; Ma et al., 2014; Chin 

et al., 2016) in their analysis or use data from only one specific country stock index (Chinet al., 

2016; Seďa, 2013; Ma et al., 2014). When studies compare several autoregressive models the 

results seem to show that the HAR model has an advantage over the others in forecasting realized 

volatility (Vortelinos, 2017; Seďa, 2013; Corsi, 2009). In general models are better able to explain 

volatility when there is a stable financial environment and they usually break up in crisis time when 

 
2The reason for that according to Jorion (1995) are some measurement errors and statistical problems. To be clearer, 

the underlying assumptions of an OLS regression must hold in order for the OLS procedure to produce the best possible 

estimates. The estimators that produce unbiased results and have the smallest variance are meant to be efficient (Berry, 

1993). Efficient means that the distribution around the actual value gets smaller and smaller. However, the word biased 

as referred above from Jorion (1995) means that the estimator does not have its mean centered around the actual value. 

So, the more efficient the estimator is the narrower the distribution will lie around the actual value. 
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volatility is higher (Angabini & Wasiuzzaman, 1997; Banulescu, Hansen, Huang & Matei, 2018). 

Nevertheless, the lack of testing a limited variety of models on data from a limited amount of stock 

indices constraints the generalizability of the results of previous studies.  

 

The goal of this paper is to examine whether the Heterogeneous Autoregressive (HAR) model for 

realized volatility (RV) compared to the GARCH model, the observations from the volatility 

indices and the actual volatility can better forecast volatility.  Furthermore, special consideration 

will be paid on how the HAR model will perform when using data from two representative indices 

of America and Asia, and more specifically it will be checked if the results are similar or not with 

the ones derived from the Netherlands. This extra analysis and comparison of the two other indices 

will be used as a robustness check for the performance of the model. The GARCH model has been 

used in many studies for forecasting volatility, but surprisingly the HAR model has not been used 

that often. This might not only be of academic interest but also of practical interest as it can be a 

source of motivation for practitioners to develop advanced pricing models or algorithms for trading 

purposes. Most of the studies focused on a specific country or continent which limits the ability to 

generalize the conclusion that the HAR model is a better estimator than the GARCH model or the 

actual volatility. In summary, finding a model that properly forecasts volatility has been a going 

concern for both academic researchers and market professionals. Because of this going concern, it 

is of paramount importance to keep using the latest data so that we can notice distinctions in the 

predicting ability of the models between past and current time periods. So after taking into 

consideration the above research, the following research question has been formulated: 

 

 How well does the HAR model forecast volatility compared to the GARCH model and VAEX? 

 

To provide a small overview of the results, and by using the MSE and MAE methods to compare 

them, the HAR model was able to better forecast volatility against the GARCH (1, 1) and the 

VAEX for the whole period of 2000 to 2018. The same forecasting performance was observed 

when the two periods of crisis were tested. Following the introduction part (section 1) the remainder 

of this thesis is organized as follows. Section 2 starts with the research methods based on the two 

models and the analysis of the concepts of volatility indices, implied volatility and realized 

volatility. Section 3 is providing a small comparison of the performance of the two models 
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according to the literature and the motivation and hypothesis of this thesis. Section 4 describes the 

data that have been used for this research, their treatment, and the stylized facts of financial data. 

Section 5 is providing the methods used to compare the forecasting performance of the models and 

gives a presentation and analysis of the empirical results. In section 6 all the limitations that this 

research has been encountered are presented. Section 7 provides a summary and the main 

conclusions and findings of the analysis. Furthermore section 8 concludes this thesis and provides 

suggestions for future research. Finally the bibliography and the appendices are presented. 

 

2. Research Methods 
 

2.1. The HAR-RV model 
 

The heterogeneous autoregressive model (HAR) was first introduced by Corsi (2003), and the 

primary purpose was to directly model and forecast the behavior of volatility in time series data. 

In general, the model appears to have a simple structure and is able to replicate the main features 

of financial data (Corsi, 2003). The main inspiration for the creation of the model stems from the 

heterogeneous market hypothesis and the asymmetric reproduction of volatility between long and 

short term perspectives, which takes into consideration volatilities realized in different periods 

(Corsi, 2003). It is a short memory process model which can produce the scope of modeling the 

long-memory performance of volatility in a straightforward and prudent way3. In general it is a 

simple auto regressive model for realized volatility which takes into consideration volatilities that 

have been realized over several horizons. What Corsi (2003) did was to focus on the daily realized 

volatility and predict the volatility of the next day based on this. As mentioned before the model 

stems from the heterogeneous market hypothesis which simply means that agents are not identical. 

Because of this heterogeneity the reaction to news can be different and thus cause different 

volatility components. HAR model assumes that volatility can be depicted as the sum of volatilities 

created by specific groups of market players with each of them having different time boundaries. 

 
3 Short memory process is defined in terms of no perseverance of observed autocorrelations, in contrast with the 
long memory process where we have persistence of observed correlations (Rossi, 2012). “Given the long memory 
and relatively slow decay of a response to a lagged squared innovation, the effect of pre-sample values might be 
expected to have a bigger impact than with stationary GARCH processes” (Baillie, Bollerslev & Mikkelsen, 1996). 
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When referring to volatility one has to keep in mind that there are two different kinds of volatility 

terms. The realized volatility which is also called historical volatility, and the implied volatility 

which is the volatility derived from the options market. In the recent years, with many high 

frequency financial data being easily available, the concept of modeling realized volatility has 

become an innovative and interesting research direction (Corsi, Mittnik, Pigorsch & Pigorsch, 

2008). The component that the HAR model is using to forecast future volatility is the realized 

volatility. Realized volatility basically measures what happened in the past. It is the sum of squared 

intraday returns and according to Hansen &Lunde (2006) it is an ideal estimation of volatility 

considering that prices are observed continuously and without any measurement error. According 

to Andersson & Bollerslev (1998) when using intraday squared returns of five minutes or higher 

intervals, a proper measure of the latent mechanism that characterizes volatility can be estimated. 

As Taylor (2005) mentioned, volatility during a specific horizon can be more precisely estimated 

if the frequency of the returns increases. Assuming that volatility is constant the formula to 

calculate realized variance is the one below: 

 

𝑅𝑉𝑡 = ∑ 𝑟𝑡,𝑗
2

𝑛

𝑗=1

                                      (2) 

 

Thus, the realized volatility is the square root of the above equation (2). 

 

As mentioned before the HAR model has a simple structure. The whole model has been built on 

three different time horizons which are daily, weekly (we account for 5 trading days) and monthly 

(we account for 22 trading days). The model is modeling the realized volatility of tomorrow based 

on the realized volatility of yesterday, the realized volatility of last week and the realized volatility 

of last month. Using this cascade framework, the model looks like this:  

 

𝑅𝑉𝑡+1𝑑
(𝑑)

= 𝑐 + β(𝑑)𝑅𝑉𝑡
(𝑑)

+ β(𝑤)𝑅𝑉𝑡
(𝑤)

+ β(𝑚)𝑅𝑉𝑡
(𝑚)

+ ε𝑡+1𝑑
(𝑑)

                   (3) 
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After getting the realized volatility from the data, the realized volatility of yesterday, last week and 

last month will be used to estimate the realized volatility of tomorrow. The calculation of 𝑅𝑉𝑡
(𝑤)

and 

𝑅𝑉𝑡
(𝑚)

 is the following:  

 

𝑅𝑉𝑡
(𝑤)

=
1

5
(𝑅𝑉𝑡−1

(𝑑)
+ 𝑅𝑉𝑡−2

(𝑑)
+ 𝑅𝑉𝑡−3

(𝑑)
+ 𝑅𝑉𝑡−4

(𝑑)
+ 𝑅𝑉𝑡−5

(𝑑)
)                        (4) 

 

𝑅𝑉𝑡
(𝑚)

=
1

22
(𝑅𝑉𝑡−1

(𝑑)
+ 𝑅𝑉𝑡−2

(𝑑)
+ ⋯ + 𝑅𝑉𝑡−22

(𝑑)
)                                             (5) 

 

So from the above equations, the formula for h step ahead forecast can be derived: 

 

 

𝑅𝑉𝑡+ℎ
(𝑑)

= 𝑐 + β
(𝑑)

𝑅𝑉𝑡+ℎ−1
(𝑑)

+ β
(𝑤)

𝑅𝑉𝑡+ℎ−1
(𝑤)

+ β
(𝑚)

𝑅𝑉𝑡+ℎ−1
(𝑚)

+ ε𝑡+ℎ      (6) 

 

 

We do not know what is going to happen tomorrow, but we want to predict it with the equation (3). 

So as a first step the model has to be estimated on the in sample data. The model can easily be 

estimated by an Ordinary Least Squares (OLS) regression. The realized volatility of tomorrow will 

be used as the dependent variable and the realized volatility of yesterday, last week and last month 

as the independent variables. After running the regression, the betas for each independent variable 

will be derived. After deriving the betas, it will be tested whether the model can predict because 

until now nothing has been predicted but just fitted the model. To predict the volatility of the next 

day, we need at least a window of 22 trading days. The first day (after this window) from the data 

will be taken as a starting point plus the volatility of last week plus the volatility of last month. So 

in this case, the volatility of the next trading day will be predicted from the model until the last date 

of the data which is the 31st of December 2018. The betas that derived before will be multiplied 

by the volatility of each time period in the model to get the volatility of tomorrow. The estimation 

period will then be rolled forward by adding one new day every time and dropping the most far-

off day. By doing this, the sample size that will be used to estimate the model will remain at a 

locked length, and there were be no overlap at the forecasting. Thus it will allow one day ahead 

(out of sample) volatility to be obtained. This procedure is called rolling regression. At this point, 

it should be mentioned that the new model has to be re-estimated and the new betas have to be 

derived before moving to the next forecasting day. 
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The same procedure will be followed to estimate the forecasting power of the model for the two 

different periods of crisis. The first crisis period is running from the beginning of 2000 until mid-

2002, and the second period of crisis from 2007 to 2008 and maybe affected also 2009. 

 

2.2. The GARCH model 
 

The GARCH model was first introduced by Bollerslev (1986) & Taylor (1987). Back in these days 

the concept of realized volatility modeling was not even introduced. At that period the daily 

volatility was calculated as the squared daily return without taking into consideration any 

subintervals. For example if an asset had a lot of fluctuation during one day, and its opening price 

happened to equal its closing price, then the volatility of the underlying asset was estimated to be 

zero. The GARCH model is a conditional volatility model which allows the conditional variance 

to depend on the previous lags4. It is based on the ARCH model by Engle (1982), who used it to 

show that the conditional volatility is affected by volatility clustering5. An autoregressive 

conditionally heteroskedastic (ARCH) model is a time series model with econometric applications 

that consider the variance of the current error term as a function of the variance of the error 

conditions of the previous time periods. One of the drawbacks of the ARCH model was that it 

responds slowly to large unusual shocks. Thus, the need of an improvement of this model was 

crucial. Assuming an autoregressive moving average (ARMA) model for the error variance, then 

the model is a generalized autoregressive conditionally heteroskedastic (GARCH) model. Many 

different versions of the GARCH model have been developed such as the, EGARCH, GJR-

GARCH, TGARCH, NGARCH, and FIGARCH models. Each of these models has its own 

strengths and weaknesses since there are many assumptions and parameters involved. There will 

be no further analysis for them since the main focus of this paper will be on the simple GARCH 

(p, q) version. GARCH models were designed to deal with the problem of volatility clustering 

which is the phenomenon where large changes in prices tend to cluster together. As a result, there 

 
4 Most time series econometric models are operating with the assumption of variance being constant, in contrast 
with the GARCH process model that allows conditional variance to change over time and thus being a function of 
past errors (Bollerslev, 1986). In general, conditional variance can be described as the variance of a variable based 
on the value of one or more other different variables. 
5 The problem of volatility clustering is described in section 4.4.4. 



13 
 

is a persistence of the amplitudes of price changes. Although returns are not correlated in general, 

the absolute returns or the squared returns are showing a positive correlation (Cont, 2007). By using 

the GARCH model, we can model the conditional heteroscedasticity and the heavy-tailed 

distributions of financial markets data. 

 

 

Before describing the GARCH model, the ARCH specification has to be introduced. The following 

return process has to be specified: 

 

𝑟𝑡 = μ𝑡 + ε𝑡 , with ε𝑡 = z𝑡√σ𝑡                            (7) 

 

Where, μ𝑡 is a drift term that is explained by the structural model and z𝑡is an independent shock 

with zero mean and unit variance signifying that ε𝑡 is normally distributed ε𝑡~ Z(0,σ𝑡). The 

conditional variance in (7), can be transformed into time-varying by specifying the ARCH (q) 

process: 

 

 

σ𝑡 = 𝑐 + ∑ 𝑎𝑖

𝑞

𝑖=1

ε𝑡−1
2                                 (8) 

 

 

Where c is a constant and 𝑎𝑖 is the coefficient for the past squared shocks (ε𝑡
2). Then the GARCH 

(p,q) model is derived by adding p lagged conditional variances, with orders p ≥ 1 and  q ≥ 1 : 

 

 

σ𝑡 = 𝑐 + ∑ 𝑎𝑖

𝑞

𝑖=1

ε𝑡−1
2 + ∑ β𝑗

𝑝

𝑗=1

σ𝑡−𝑗             (9) 
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Where β
𝑗
is the coefficients for the past conditional variances, p is the past squared error terms and 

q is the past estimated volatility terms. When q=0 then the above equation (9) reduces to an 

autoregressive conditional heteroskedastic (ARCH) model.  

 

Given a distribution of ε𝑡in equation (7) and setting p=q=1 then the GARCH (1, 1) is derived: 

 

σ𝑡 = 𝑐 + 𝑎1ε𝑡−1
2 + β1σ𝑡−1                  (10) 

 

For which the condition c ≥ 0, 𝑎1≥ 0 and β1≥ 0 should stand for every positive value of σ𝑡. 

 

Since the GARCH model is non-linear, it cannot be estimated by an OLS regression like the HAR 

model. Thus, the Gaussian maximum likelihood (GMLE) method should be used for parameter 

estimation6. When assuming normally distributed errors and starting from some parameter vector 

θ and a time series of size T (𝑦1,𝑦2.... 𝑦𝑇) the GMLE method calculates the probability density for 

this specific sample by taking the product over all the marginal conditional probability densities of 

the observed data. In general, the GARCH model is using the returns to forecast volatility, and it 

depicts that today’s return consists of yesterday’s return plus some volatility part and this volatility 

is what we need. This model is also using a rolling regression method to forecast volatility, by 

moving one day ahead and leaving one day behind for every forecast, which means that the data 

window size remains stable. This volatility can be derived from the GARCH model using Time 

Series Modelling 4 (TSM4) software. 

 

2.3. The Volatility Indices 
 

The third parameter that this paper is going to look at and compare with the actual volatility is the 

data taken from the volatility indices. A volatility index is measuring the expectations of the market 

on future volatility of the underlying equity index (Siriopoulos & Fassas, 2009). As mentioned 

before the VIX is an index that shows what the expectation on thirty-day forward-looking volatility 

can be based on the S&P 500 index, and it is a real-time market index. Thus by having an accepted 

 
6 The maximum likelihood method is analyzed in appendix 10.1 
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quantitative measure for volatility, we have an advantage when contrasting price moves and 

potential risk correlated with different securities and markets. With the same principle like in VIX 

index, the VAEX and the JNIV are measuring the thirty-day forward-looking volatility on AEX 

and Nikkei 225 indices respectively. Bluhm & Yu (2001) found that the German volatility index, 

named VDAX, is better at forecasting volatility compared to GARCH model. Fleming, Ostdiek & 

Whaley (1995) have also concluded that VIX is better at forecasting volatility in comparison to 

other historical measures. On the other hand, Kambouroudis, McMillan & Tsakou (2016) tested 

the forecasts of implied and realized volatility against ten GARCH models. Although both implied 

and realized volatility encompass significant information regarding future volatility, the GARCH 

models were able to better predict volatility for in and out of sample data. Kumar & Verma & 

Gupta (2016) tested the forecasting ability of GARCH model against implied volatility in option 

pricing and they found that the GARCH model is better than implied volatility. Chung, Sun & Shih 

(2008) tested if the HAR model and the mixed data sampling (MIDAS) regression can outperform 

implied volatility model. After checking their results based on the S&P 500 index for the period 

1995 to 2005, which encompasses the financial crisis of 2000 to mid-2002, they concluded that 

implied volatility has more information content and as a result higher forecasting capacity than the 

out of sample volatility forecasts from the HAR and the MIDAS. 

 

Market makers are facing the issue of hedging the volatility risk (McDonald, 2013). As mentioned 

before implied volatility can be the most accurate estimation of the volatility for an asset. Implied 

volatility is derived from the options market7. Commonly, with stocks we just have the realized 

volatility, which describes how much a stock has changed in percentage terms. If we want to price 

an option, then volatility has to be used as an input, but volatility is not observable and this can 

raise the question of how is possible to price an option in practice. This can be done by calculating 

historical volatility based on historical returns. If we follow this procedure then we will probably 

face the problem of expected future volatility being different than historical volatility (McDonald, 

2013). The reason for that is that there might be some periods that investors are expecting high 

uncertainty due to political turmoil or some government information releases. So it is not possible 

to always rely on history in order to get the most reliable estimation s of future volatility.  

 
7 An option is a claim that an investor can use to speculate and hedge on the future value of a stock price 
(McDonald, 2013). There are two types of options: call option and put option. 
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The price of an option should be able to demonstrate the expectations of the market regarding the 

distribution of the future stock price. The best way to derive the price of an option is to calculate 

the option’s implied volatility. It is the volatility that will be extracted by using the Black and 

Scholes formula of pricing options assuming that volatility is constant. Usually implied volatility 

is deviating from the historical volatility values (Parasuraman & Ramudu, 2011). If we know the 

price of a put or a call option the Black Scholes formula implied volatility is the unique parameter 

of volatility for which the formula reclaims the price of the option (Lee, 2005). One of the main 

components of the Black Scholes formula is the strike price of the underlying asset which also has 

to be assumed to be constant8. In case there is a variation in the exercise prices (or strike price, as 

mentioned above), then different implied volatilities will be produced (Guo & Su, 2004). This 

phenomenon is generally known as volatility skew and has a pattern which also vary depending on 

the status of the option. An option can be in the money or out of the money. When the out of the 

money and the in the money options are having higher implied volatility than the at the money 

option then it is called volatility smile. In the opposite scenario, when in and out of the money 

options are having lower implied volatility than the at the money option, it is called volatility sneer 

(Guo & Su, 2004).  In theory volatility skew scenarios are a bit ambiguous since implied volatility 

should not be dependent on the options’ exercise prices (Guo & Su, 2004).  

The Black and Scholes formula is discussed and analyzed below. The Chicago Board Options 

Exchange (CBOE) started reporting in 1993 an index regarding implied volatility which is called 

‘VIX’. Since 2003 this index has been named as ‘Old VIX’ and began reporting the implied 

volatility for the S&P 500 index (McDonald, 2013). In general implied volatility varies over time.  

The volatility indices are directly computed by the options exchange. The volatility index (VIX) is 

based on the Black and Scholes (1973) option valuation formula which is built up from price inputs 

from the S&P 500 index (Siriopoulos & Fassas, 2009). The volatility of the market can be observed 

through the volatility index. Given the Black and Scholes formula and saying that there is volatility 

in there we get the price for the options. The formula is based on some strong and unrealistic 

assumptions, but some extensions of the formula according to (Wilmott, Howison, & Dewynne, 

1995) were able to overcome these constraints. Only the assumption that the volatility is constant 

is the strongest. Under the same principle, the volatility indices for the Amsterdam Exchange 

 
8 Strike price is defined as the price in which a derivative contract can be sold or bought 
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(VAEX) and Nikkei 225 (N225) are also obtained. After getting the price for the options the 

implied volatility can be derived.  

 

 

The formula of Black and Scholes (1973) to find the price of a European call option (c) is: 

 

 

𝑐 = 𝑆0𝑒−δ𝑡𝑁(𝑑1) − 𝐾𝑒−r𝑡𝑁(𝑑2)                (13) 

 

 

Where: K is the strike price, 𝑆0is the price of the underlying asset, T is the time to maturity, δ is 

the dividend yield, r is the rate and N(x) is the cumulative probability distribution function of the 

normal distribution, where: 

 

𝑑1 =
ln(

𝑆0
𝐾

)+(𝑟−δ+
σ2

2
)𝑇

σ√𝑇
             and          𝑑2 = 𝑑1 − σ√𝑇 

 

 

After obtaining the value for the call option the value of a European put option can be easily derived 

based on the put-call parity which states that the price of the call plus the present value of the strike 

price is equal to the price of the put plus the value of the underlying discounted at the dividend 

yield: 

 

𝑐 + 𝐾𝑒−r𝑡 = 𝑝 + 𝑆0𝑒−δ𝑡                  (14) 

 

 

Given the assumption that options markets are efficient, implied volatility should also be an 

efficient estimator of future volatility (Christensen & Prabhala, 1998). 
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3. Literature review 
 

3.1. Introduction 
 

As already mentioned in the introduction, there is an ongoing debate in the forecasting volatility 

literature regarding which is the best model or method to use. By analyzing the findings from other 

studies in the next section, a better idea of the underlying issue will be provided in order to give 

clearer view of the topic. There are three different ways to model volatility, and these are the 

stochastic volatility models, the Autoregressive Conditional Heteroscedasticity models, and the 

realized volatility, in this case, the HAR model. The main focus will be on the HAR model as it is 

the focal point on this thesis. The distinction between realized and implied volatility is already 

depicted at the previous section. The HAR model will be compared based on the literature review 

with the GARCH (1, 1) model and will end with the motivation and hypothesis of this thesis. 

 

3.2. HAR and GARCH model comparison 
 

Taking a step forward to the predictive power of the above mentioned models and looking 

specifically to the HAR model, Corsi (2009) found that when testing the HAR model on FX rates 

USD/CHF data, the model showed exceptionally favorable out of sample forecasting performance 

against standard models. Seda (2013) used the HAR-RV model to test its performance on data 

taken from the Czech stock market (PX) index for the period 2004 to 2012. He split his dataset in 

three sub periods, namely pre-crisis, crisis and post-crisis periods. He tested the HAR model against 

the simple autoregressive (AR) and GARCH (1, 1) models. He concluded that the HAR model 

showed excellent in-sample forecasting performance against the AR (1) and GARCH (1, 1) models 

for all the three periods that he tested. On the other hand, Chung, Sun & Shih (2008) tested if the 

HAR model and the mixed data sampling (MIDAS) regression can outperform implied volatility 

model. After checking their results based on the S&P 500 index for the period 1995 to 2005, which 

encompasses the financial crisis of 2000 to mid-2002, they concluded that implied volatility has 

more information content and as a result higher forecasting capacity than the out of sample 

volatility forecasts from the HAR and the MIDAS. So their results were not similar to what has 

been observed until now from previous studies. Seda (2012) used the HAR model to test its 
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performance on the S&P 500 index in the U.S., but he made a small change on the model. He 

constructed the realized volatility to estimate the model both in standard and logarithmic form. 

After running his analysis, he found that the logarithmic form performs similarly to the standard 

version of the model and produces even better results. Audrino & Knaus (2016) tested the HAR 

model against the least absolute shrinkage and selection operator (Lasso). For their analysis they 

used data from several companies like Nike, Citigroup, Harley Davidson and Exxon Mobil 

Corporation from 2001 to 2010. They found that the HAR model was showing equal in and out of 

sample performance compared to the Lasso approach. 

 

McAleer & Medeiros (2008) used a multiple regimes smooth transition extension of the HAR 

model which can approximate the long memory behavior of the volatility. They named this model 

as HARST model, and they tested it against the HAR and the alternative latent volatility models. 

In some cases, the HARST was performing better than the HAR model, and in other cases, the 

HAR was outperforming the HARST. When they tested against other volatility models, using data 

from 1994 to 2003, both the HAR and the HARST models were better at forecasting volatility and 

especially when they were combined. So the original HAR model and its extension, the HARST 

model, were both better able to forecast volatility in normal times but also during period of turmoil. 

Something similar was done by Huang, Gong, Chen & Wen (2013), where they converted the 

realized volatility into adjusted realized volatility and by that they created the HAR-ARV model. 

Using data from the Shanghai and Shenzhen stock markets for, 2007 to 2012 they concluded that 

the HAR-ARV model was better at forecasting that the original HAR-RV model. Ma, Wei, Huang 

& Chen (2014) used the HAR model for high-frequency data of the Shanghai Composite index for 

the period 2000 to 2013. They split their dataset into two subgroups, the in-sample and the out of 

sample. They compared and contrasted the forecasting performance of the HAR model with 

multifractal volatility, realized volatility, realized bipower variation and their analogous short 

memory model, and they found that the HAR model outperformed all other models9. Thus, their 

inferences were based on a long period with strong stock market performance, but also including 

two periods with financial downturns. According to Vortelinos (2017), which used a dataset from 

seven U.S financial markets from 2002 to 2011, the HAR model produced the best accurate 

 
9 The way of measuring the scale of the returns to change together with time in a stochastic manner is called 
realized power variation (Barndorff-Nielsen & Shephard, 2003). The extension of this is called bipower variation. 
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forecasts against the Principal Components Combining (PCC) model, Neutral Networks (NN) and 

Generalized Autoregressive Heteroskedasticity (GARCH) models. So, again the HAR model was 

able to better forecast volatility during normal and downturn economic periods. 

 

Beside the original HAR model some researchers created and tested some other versions of the 

model. Chin et. al  (2016) created a different version of the HAR model introducing a structural 

break heavy-tailed heterogeneous autoregressive model by improving it with jump-robust 

estimators10. The reason for doing that was that possible structural breaks often cause problems 

when we want to estimate volatility. They applied this model in data from the blue-chip stock 

market index of the 30 major German companies (DAX) for the period of 2008 to 2015, and they 

found that this version of the HAR model is performing better than the standard model and in 

general outperformed the other forecasting models. Thus the extension of the HAR model was 

performing better during stable economic conditions and during economic crisis. Jou, Wang & 

Chiu (2013) used the HAR model for option pricing against the NGARCH, which is considered as 

the best model in pricing options among the GARCH family models. They introduced the 

logarithmic HAR (log-HAR), which is more beneficial compared to other option pricing model 

that use realized volatility. The reason for that is that the log-HAR model is following a simpler 

estimation procedure in comparison with the other models. His analysis was based on data retrieved 

from the S&P 500 index for the period of 2007 to 2008, which is exactly the financial crisis 

period.  He concluded that the HAR type models were able to better predict out of sample option 

prices than the GARCH type models. He also mentioned that this can be due to the reason that 

HAR models are closer to VIX index in financial markets since their base is realized volatility. 

Another version of the HAR model was introduced by Cubadda, Guardabascio & Hecq (2017), 

which was the Vector Heterogeneous Autoregressive Index Model (VHARI). The practicality of 

this model is that it can keep the same temporal cascade structure as the original HAR model while 

using a common index structure11. Applying this version of the HAR model they found that it 

outperforms the univariate HAR models for the S&P 500 and Nikkei 225 indices. Tian, Yang & 

Chen (2017) developed a time varying version of the HAR-RV model. By doing that they allowed 

to the predictors and to the coefficients from the regression to change over time. They used data 

 
10 By saying structural break we refer to unexpected changes at a point in time of a time series. 
11 In this case common index structure is that the weekly or monthly index is equal to the weekly or monthly moving 

average of the daily index (Cubadda, Guardabascio&Hecq, 2017). 
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from the Chinese market for agricultural commodity futures and they found that the model that 

they introduced was performing better at forecasting than the simple HAR-RV model. Andersen, 

Bollerslev & Diebold (2007) also slightly modified the HAR model to allow and control for jumps 

introducing the HAR-RV-CJ model. Using data from U.S for the period running from 1990 to 

2002, which include the financial crisis of 2001-2002, they also found that their model 

outperformed the famous GARCH model and other related stochastic volatility models for the out 

of sample forecasting window. 

 

Although GARCH models have been frequently used in the volatility forecasting literature their 

capability to forecast has not been unchallenged. According to Blair, Poon & Taylor (2010), the 

GARCH model was producing significant coefficients at the in-sample data but was performing 

quite poor for the out of sample data. Kat & Heynen (1994) found that the GARCH model performs 

better when it comes to modeling exchange rates but not that good for stock indices. On the other 

hand Awartani & Corradi (2005), after running their models for predicting the volatility of the S&P 

500 stock index, they concluded that the GARCH model is performing better than the Exponential 

GARCH and the Asymmetric GARCH. They also found that asymmetries are playing a significant 

role in predicting volatility. Luo, Pairote & Chatpatanasiri (2017) tested the forecasting 

performance of the GARCH model against EGARCH and TGARCH using data from the SSE380 

index. They produced a comprehensive analysis for the mean return and the conditional variance 

based on their data and they found that the GARCH model was the best at making volatility 

predictions among the others. Ekong & Onye (2017) have also used GARCH-family models to 

estimate the volatility using data from the Nigerian stock exchange. They compared the results 

based on the root square mean error method, and they found that the GARCH (1, 1) and the 

EGARCH (1, 1) were able to possess the best forecasting results. On the other hand Goyal (2000) 

found that a simple ARMA model can perform better that a GARCH-M model. For his analysis he 

used daily and monthly data from 1962 to 1998 of the CRSP value weighted index. An extensive 

comparison for the out of sample predicting ability of the ARCH/GARCH models was given by 

Hansen & Lunde (2004). In their research, they clearly state that for exchange rate data a simple 

GARCH (1, 1) model is performing better than any other version of the model, but for return data, 

the conclusion was a bit different. Other GARCH specifications outperformed the GARCH (1,1) 

and ARCH models, but still without clear evidence. Thus, GARCH (1, 1) can be a good starting 
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point for forecasting volatility, and it can always be enriched with other parameters which can 

produce even better results. One example can be to include long memory, which was also 

confirmed by some papers.  

 

Another finding from the Poon & Granger (2003) study was that the more sophisticated non-latent 

models based on realized volatility were outperforming the GARCH models and the simple non-

latent approaches12. Although the HAR model is treating volatility as non-latent, GARCH is 

treating volatility as latent and at the same time it has shown weakness in being able to capture 

volatility directly. This direct approach of modeling volatility has been an innovation for the 

volatility forecasting world. Thus simple time series models were able to be used and outperform 

the traditional indirect approaches. The HAR model is one of these models that forecasts volatility 

by directly using the realized measures.  

 

 

3.3. Motivation and Hypothesis 
 

The need to account for the above-mentioned limitations in the introduction and possibly generate 

more trustworthy results signifies the motivation behind this thesis. More specifically, the thesis 

mainly contributes to the current literature by conducting an out-of-sample forecasting comparison 

of the HAR model on three of the major equity indexes worldwide including both periods of crisis 

after 2000. Based on the research of  McAleer & Medeiros (2008), Seda (2013), Ma, Wei, Huang  & 

Chen (2014), Vortelinos (2017), Jou et al., (2013), Chin, et al. (2016) and Andersen et al., (2007) 

which all found that the HAR model outperformed all the other models using data which included 

at least one period of financial crisis, this is my hypothesis:  

 

H0: The HAR model is expected to perform better at forecasting volatility during the time of crisis. 

 

 

 

 
12 When we talk about latent variables we are referring to variables that are not directly observed but usually are 
deduced from other observable variables. In the case on a non-latent model we have exactly the opposite. 
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4. Data description  
 

4.1. Introduction  
 

In this section, the data that have been used for this thesis will be described and analyzed. A big 

part of the data for the research have been retrieved from the Eikon database. The daily adjusted 

closing prices from Amsterdam Exchange (AEX) index for the years 2000 to 2018 which is 

nineteen years period has been used. Daily adjusted closing prices from the S&P 500 index and the 

Nikkei 225 index have been also used for the same period. The time window will be from 1/1/2000 

to 31/12/2018 except from the Nikkei 225 index that starts from 1/2/2000 until 31/12/2018 (due to 

not availability of data for the month of January 2000). For the AEX index there will be 4845 

observations, for S&P 500 index there will be 4768 observations and for the Nikkei 225 there will 

be 4627 observations. The time series plot of the adjusted closing prices of all indices are shown 

in Figures 1, 2 and 3 of the appendix. The sample size is adequate to get reliable results and the 

differences in the number of observations between the indices has to do with different local 

holidays, trading days per country and some missing data in the beginning of the 2000 for Nikkei 

225. The data for the realized volatility for these years have been retrieved from the library of the 

Oxford-Man Institute of Quantitative Finance. The realized volatility is normally calculated with 

equation (2), but in this case it is already derived directly from this database. The data for the 

volatility indices for S&P 500, AEX and Nikkei 225 have been also extracted from Eikon database 

for the same time periods as the adjusted closing prices. 

 

From the daily adjusted closing prices of all three indices the log returns have been calculated from 

the formula: 

 

ln (
𝑟𝑡

 𝑟𝑡−1
)                                              (15) 

 

Where 𝑟𝑡 is the return of the current day and 𝑟𝑡−1 is the return of the previous day at their 

logarithmic (ln) version. Log returns are time additive and assuming that the log returns are 

normally distributed for short periods (daily in this case), then adding these normally distributed 

variables produces an n period log return that is also normally distributed. The time series plot of 
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the log returns of all indices are shown in Figures 4, 5 and 6 of the appendix. The realized volatility 

for Nikkei 225 starts from February 2000 and not January, like in AEX and S&P 500 indices, which 

is compatible with the starting period for the data of adjusting closing prices. 

 

 

4.2. The raw data treatment of the three indices 
 

By looking at Figures 7, 8 and 9 it can be easily observed that the volatility has not been stable 

through the period of investigation. Specifically, there are two periods that standing out. These are 

the periods between the beginning of 2000 until mid-2002, and the period between 2007 and 

beginning of 2009. They are both periods of crisis with volatility reaching extremely high values 

and some clear volatility clustering. The first period of crisis was due to the subsequent collapse of 

the internet bubble which started around 1996. The second crisis which is considered as the biggest 

after 1930, started with the crisis of the subprime mortgages in the US and continued as an 

international crisis when the investment bank of “Lehman Brothers” collapsed on 15th of September 

2008. From the figures 7, 8 and 9 it can be seen that the impact of the first crisis was less for the 

Nikkei 225 index compared with the other two indices, since the spike of the volatility was lower 

for that period. All this turbulence in the economy is normally embedded at the closing prices of 

the indices which can be faced as outliers. Normally, it would be ideal to exclude all these outliers, 

but in this case this is not the point of this thesis. It is actually mostly focusing on the forecasting 

performance of the models and the volatility indices within these periods of crisis. As already 

mentioned above the data are running from January 2000 to December 2018 except from Nikkei 

225 that starts from February 2000. The business calendar for each country has been used. All three 

data sets have been tested for normality with checking if the returns are normally distributed or 

suffer from kurtosis or skewness, see Figures 10, 11 and 12 of the appendix. For all three indices 

the phenomenon of leptokurtosis is visible which is normal for daily index returns13.  

 

 
13 The phenomenon of leptokurtosis is showing fat tails and a greater peak for the mean compared to the normal 
distribution, although the mean and the variance are still the same (Brooks, 2008). 
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As already mentioned at the research methods section, the HAR-RV and the GARCH (1, 1) model 

have to be first estimated on a specific training period of data. This period, which is the in sample 

period, was selected to be at a range of 252 points (which is exactly the whole year of 2000) for 

both models. Thus, the out of sample period will run from 1st of January 2001 to 31st of Dec 2018. 

The estimation period will then be rolled forward by adding one new day every time and dropping 

the most far-off day. By doing this, the sample size that will be used to estimate the model will 

remain at a locked length, and there were be no overlap at the forecasting. Thus it will allow one 

day ahead (out of sample) volatility to be obtained. The forecasting relies on a daily sampling 

frequency. A visual representation of this procedure can be seen at the figure below. 

Figure 11: The 1 day ahead forecasting procedure 

 

   

 

  

 

 

 

                                                                      

 

 

An alternative forecasting method would be to use weekly returns for the GRACH model, which 

are constructed based on the daily returns or even monthly. Then the sampling frequency would 

have to be set to 5 for weekly frequency and to 22 for monthly frequency. That will change the 

sampling frequency and will affect also the forecast. Similar procedure can be also applied to the 

HAR-RV model where the weekly realized volatility or the monthly realized volatility can become 

the dependent variables with the rest of the model remaining as it is in equation (3). For the purpose 

of this thesis only the daily frequency will be tested. For reporting reasons the variables produced 

          In-sample 

period of 252 points 

                                                                          

Out-of-sample forecast of 4350 points 

t = 1,……., 252 T = 2,….., 253 

t = 2,……, 253 T = 3,….., 254 

t = 3,……, 254 T = 4,….., 255 
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from the MSE method have been scaled up by 100.000 and the variables produced from the MAE 

have been scaled up by 100. 

For the first period of crisis the models have been tested on 327 points for AEX, 322 for S&P 500 

and 324 for Nikkei 225. The training window for the models remained the same as before, counting 

for 252 points. The second period had been tested for 574, 574, and 560 for AEX, S&P 500 and 

Nikkei 225 respectively. The two models have used the same training period for both crisis periods.  

 

4.3. The treatment of the volatility indices 
 

It has already been indicated that for the purpose of this thesis three different volatility indices will 

be used. Unlike the volatility retrieved from the GARCH (1, 1) and the HAR model, the use of 

VIX, VAEX and JNIV does not require the use any econometric model to forecast since the prices 

are already computed. However, all three volatility indices (VIX, VAEX and JNIV) are reported 

as an average daily volatility which is annualized by using 365 days. Thus, the values have been 

first multiplied with the square root of (252/365) to make sure that that they will be compatible 

with the realized measures that are annualized using 252 business days. Then this value has been 

divided by 365 and the result has been squared to get the monthly variance. As a last step the 

monthly variance has been divided by 22 business days to get the daily volatility. Now, the 

volatility that has been derived with the above mentioned procedure from the volatility indices is 

ready to be compared with the forecasting results taken from the two model and the actual realized 

volatility, since this is the scope of this thesis. The mean squared method, and the mean absolute 

error methods, which will be analyzed in section 5.1, will be also used to compare the volatility 

from the volatility indices with the actual realized volatility. Table 1a below is providing a 

summary of the difference between these two variables for the three volatility indices, but only for 

the mean squared error method. The table 1b for the other method can be find at the appendix. 
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Table 1a: Summary of Volatility indices MSE method 

 
Descriptive Statistics  

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 VAEX MSE 4592 .009       .026             0                   .352 

 VIX MSE               4516                .005                .046                        0                         2.841  

 JNIV MSE              4341                .012                .043                        0                         .811     

 

So what we see on this table is that the variable with the lowest mean is for the VIX (0.005), which 

means that it is closer to the actual realized volatility than the other two volatility indices that they 

report a mean of 0.09 for VAEX and 0.012 for JNIV. 

 

4.4. Stylized facts for financial data 
 

When dealing with statistical analysis of financial time series data, it can be expected to face a set 

of stylized facts that might emerge from this analysis. The detection and knowledge of these facts 

can be helpful to derive better statistical models and produce more reliable forecasting results. It 

can also be helpful to decide which model to choose to get better forecasting results. Financial time 

series data are always sensitive to fluctuations and in this case it’s the volatility fluctuation that we 

are dealing with. The most common stylized facts are: Fat tails, stationarity and autocorrelation. 

 

4.4.1. Fat tails  

 

If the distribution of stock returns has fat tails then this can have some influential implications in 

the financial time series analysis. When talking about fat tails we mean all these extreme values 

that are observed on the very right or left side of the normal distribution bell curve and this can 

lead to an underestimation of potential risk (Jilla, Nayak & Bathula, 2017). In simple words fat 

tails are a sign that the stock market has unexpected large and small outcomes under the normal 

distribution. The fat tail can be observed with a graphical method named Quantile – Quantile (QQ) 

plot. Figures 10, 11 and 12 in appendix provide an overview, but the phenomenon of extreme 

values is not so visible in these three cases which is good. 
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4.4.2. Stationarity  

 

In time series, stationarity is the phenomenon where the statistical properties of financial data are 

remaining constant even when the time origin changes (Jilla, Nayak & Bathula, 2017). Stationarity 

as a concept is very essential for the time series analysis and its always necessary to make the data 

stationary before running any regression. While testing for stationarity we check whether the time 

series maintains a unit root14. There are two tests to check if our data are stationary or not. The first 

one is the Augmented Dickey-Fuller (ADF) test to check for unit roots and the second is the 

Phillips–Perron (PP) test. In this thesis the Augmented Dickey-Fuller (ADF) test will be used. 

There are also some other tests for examining stationarity which are setting the stationarity as the 

null hypothesis. The standard Dickey-Fuller test is testing the following assumptions by using two 

hypotheses. The null hypothesis (Ho) is that the time series has a unit root, so it is not stationary, 

and the alternative hypothesis (Ha) which says that the time series does not have a unit root, thus 

it is stationary. After running the Augmented Dickey-Fuller (ADF) test for all three indices returns 

we can conclude that they are all stationary. The test statistic value for AEX is -70.245 which is 

way higher than the 1% critical value. The test statistic value for S&P 500 is -74.637 which is way 

higher than the 1% critical value. Lastly The test statistic value for Nikkei 225 is -70.455 which is 

way higher than the 1% critical value. Thus the null hypothesis of presence of unit root can be 

rejected for all of them. Table 2 summarizes all the test statistic and critical values for the three 

indices. 

Table 2: Summary test statistic Dickey – Fuller for unit root  

Dickey-Fuller                               

                                            ---------- Augmented Dickey-Fuller --------- 

 

Index                 Test         1% Critical       5% Critical      10% Critical 

                                          Statistic                    Value                         Value                        Value 

AEX                                  -70.245                   -3.430                          -2.860                     -2.570 

S&P 500                            -74.637                   -3.445                          -2.980                     -2.650 

NIKKEI 225                      -70.455                   -3.325                          -2.730                     -2.420 

 
14 A unit root process is a stochastic movement in a time series which many times is called random walk with drift. In 

the case that a time series has a unit root it displays an unpredictable standardized pattern.  
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4.4.3. Autocorrelation  

 

Autocorrelation or serial correlation is the phenomenon in which past returns are influencing future 

returns. According to Figlewski (1997), positive serial correlation can be often found in the daily 

closing prices of securities and equities. The analysis of the autocorrelation can show the exact 

impact of past returns on the future returns based on a shock that happened or an announcement. If 

the returns are correlated then there is a strong confirmation for predictability. By using lags when 

running a regression it can be observed for how long this impact is statistically significant. Another 

stylized fact is the volatility clustering. 

 

4.4.4. Volatility clustering  

 

Markets are unpredictable and as Mandelbrot& Hudson (2007) have mentioned, they are like 

‘roiling seas’. Like the sea can have calm and turbulent periods with flows and backflows, same 

happens with the markets. Some days prices are stable, or might move in tiny increments, and other 

days they might leap or plunge. Market risk cannot be easily captured. The prices of the stocks are 

characterized by discontinuously movement and this is one of the reasons why markets are more 

riskier than many financial professionals think (Mandelbrot & Hudson, 2007). In general price 

movements can be unpredictable, but they can also be dependent to each other, and in this case is 

called volatility clustering. The phenomenon of volatility clustering has attracted the attention of 

researchers and this had led to the development of some stochastic models. Models such as the 

GARCH (1, 1) and stochastic volatility models have been created to model this phenomenon and 

a big debate has been running whether there is a long range dependency in volatility (Cont, 2007). 

Many assets can go through periods of turbulence or stable periods. When studying the behavior 

of volatility for these periods, it can give a signal of high volatility which will be followed by high 

volatility or low volatility which will be followed by low volatility. Usually econometricians call 

this autoregressive conditional heteroscedasticity (ARCH). Thus, we will have periods with many 

daily squared returns being large and periods with many daily squared returns being small which 

is called volatility clustering. Volatility clustering is an often problem in the financial time series 

data. Figures 7, 8 and 9 at the appendix are giving an overview of this phenomenon. 
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5. Empirical results and analysis 
 

5.1. Forecasting performance 
 

The next step after taking the outcomes from the two models and the volatility indices, is to assess 

their forecasting performance. According to Lunde & Hansen (2001) using the mean squared error 

method (MSE) is one way of appraising the forecasting performance of the GARCH (1, 1) and the 

HAR models. The criterion of selecting the best model is not only one, and it can be expressed in 

terms of a loss function or utility function (Lunde & Hansen, 2001)15. This loss function is defined 

as: 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑅𝑉 − �̂�)2

𝑁

𝑡=1

                              (16) 

 

Where N stands for the total number of forecasts, RV is the realized volatility of one-day horizon 

and �̂� is the estimated volatility over the same horizon from the models and the respective volatility 

indices. There is one drawback of the MSE method which was mentioned from Wilhelmsson 

(2006), and that is that the loss function can be sensitive to some outliers. Lunde & Hansen (2001) 

on their paper, are also referring to other methods that can be used for assessing the forecasting 

performance of the models. One of them is the mean absolute error method (MAE). The difference 

with the MSE method is that instead of taking the squared mean distance, MAE is using the 

absolute distance of the realized volatility with the forecasted one. The MAE loss function is 

equally treating all loses where on the other hand the MSE method is punishing the big losses. For 

this thesis only the MSE and MAE methods will be used. The MAE loss function is defined as: 

𝑀𝐴𝐸 =  
1

𝑁
∑ |𝑅𝑉 − 

𝑁

𝑡=1

�̂�|                           (17) 

 
15 Loss function can define the distance between the result taken from a model and the expected result. Can simply 
indicate the degree of error between the model and the prediction. 
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Where N stands for the total number of forecasts, RV is the realized volatility of one day horizon 

and �̂� is the estimated volatility over the same horizon from the models and the respective volatility 

indices. 

5.2. In-sample results 
 

The main objective of this thesis is to evaluate the performance of the HAR-RV and the GARCH 

(1, 1) models and determine which of these two models is producing the best out of sample 

variance. Nevertheless, investigating the in-sample fit measures of the models can provide a good 

indication of the forecasting performance. The in-sample period for all indices is running for the 

whole year of 2000, which is 252 points. Since the GARCH model is modeling the mean return 

and the volatility, starting with the AEX index the GARCH (1, 1) model had a coefficient for the 

moving average term for the mean return (MA1) of 0.0576, but not significant, and coefficients for 

modeling the volatility (GARCH AR1 and GARCH MA1) of 0.71803 and 0.56998, which were 

both significant at 1% level of significance. The table 3a below is providing an overview of the 

regression for the GARCH (1, 1) model. 

Table 3a: Regression for AEX of the initial sample 

Numer of obs 252 

Strong convergence 

iteration time:  0.11 

                                                      

                                                         Estimate                 Std. Err.         T Ratio            p-Value            Sig 

MA1                                                  0.0576                   0.06049         0.952                0.342 

[2]GARCH Intercept^(1/2)               0.00597                 0.0018           -------                --------             -------- 

GARCH AR1                                    0.71803                 0.15774         4.552                    0                  *** 

GARCH MA1                                   0.56998                 0.1558           3.658                    0                  *** 

R-Squared =  0.0012 

 

 

 

Moving now to the in-sample performance of the HAR-RV model, first some tests have to be done. 

Often times in time series we observe the phenomena of multicollinearity and heteroskedasticity 
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for the residuals16. In order to test for multicollinearity we have to run a variance inflation factor 

test (VIF)17. Looking at table 3b we see that we do not have multicollinearity since all values are 

below 5. Testing for heteroskedasticity we have to use a Breusch-Pagan test. Using this test it was 

found that there is indeed heteroskedasticity. For this reason robust standard errors was used in the 

regression to correct for heteroskedasticity. After conducting these two tests for the HAR-RV 

model the realized volatility of yesterday (RV1) was significant at a level of 5%, the realized 

volatility of last week (RV5) was not significant, and the realized volatility of last month (RV22) 

was again significant at a level of 5%. All the coefficients were positive and the r squared (𝑅2) was 

21,4 %. The coefficient for RV22 is more than double than that of the RV1, and this is consistent 

with the findings from Corsi (2009). The table 3c below is providing an overview of the coefficients 

of the estimation of the initial sample. 

Table 3b: VIF AEX 
 

     VIF   1/VIF 

 RV5 2.624 .381 

 RV22 1.994 .502 

 RV1 1.638 .611 

 Mean VIF 2.085 . 

Table 3c: Linear regression for AEX of the initial sample 
 

Number of obs   252 

 
 RV  Coef.  St.Err.  t-

value 

 p-value  [95% Conf  Interval]  Sig 

 RV1 0.172 0.077 2.23 0.027 0.020 0.324 ** 

 RV5 0.166 0.147 1.13 0.260 -0.124 0.456  

 RV22 0.410 0.162 2.52 0.012 0.090 0.730 ** 

 Constant 0.000 0.000 2.15 0.033 0.000 0.000 ** 

 
Mean dependent var 0.000 SD dependent var  0.000 

R-squared  0.214 Number of obs   230.000 

F-test   16.275 Prob > F  0.000 

Akaike crit. (AIC) -3568.049 Bayesian crit. (BIC) -3554.297 

 
*** p<0.01, ** p<0.05, * p<0.1  

 
16 We call multicollinearity the phenomenon where some independent variable of a regression model are correlated 

with each other. This can cause problems at fitting the model. 

Heteroskedasticity is referring to the fact that some subpopulations of random variables have different variability 

from others. 
17 Variance inflation test is assessing the degree that the variance of an estimated regression is increasing if the 

predictors are correlated. If the VIF test gives a value of between 5 and 10 then the independent variables might be 

high correlated. 
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For the S&P 500 index the GARCH (1, 1) model had a coefficient of 0,0096 for (MA1), but not 

significant, and coefficients for modeling the volatility (GARCH AR1 and GARCH MA1) of 

0.8103 and 0.642, which were both significant at 1% and 5% levels of significance respectively. 

All VIF values where under 5 so there was no multicollinearity and the robust standard errors have 

been used at the regressions to correct for heteroskedasticity. Thus, for the HAR-RV model the 

realized volatility of yesterday (RV1) was significant at a level of 1%, the realized volatility of last 

week (RV5) was not significant, and the realized volatility of last month (RV22) was again 

significant at a level of 10%. All the coefficients were positive and the r squared (𝑅2) was 22,2 %. 

Moving to Nikkei 225 index the GARCH (1, 1) model had a coefficient of 0,0439 for (MA1), but 

not significant, and coefficients for modeling the volatility (GARCH AR1 and GARCH MA1) of 

0.9505 and 0.9448, which were both significant at 1% level of significance. All VIF values where 

under 5 so there was no multicollinearity and the robust standard errors have been used at the 

regressions to correct for heteroskedasticity. Thus, for the HAR-RV model the realized volatility 

of yesterday (RV1) was significant at a level of 5%, the realized volatility of last week (RV5) was 

significant at a level of 1%, and the realized volatility of last month (RV22) was not significant. 

All the coefficients were positive and the r squared (𝑅2) was 17,2 %. The tables 4a, 4b, 4c, 5a, 5b 

and 5c for S&P 500 and Nikkei 225 for the regressions and the VIF results are presented at the 

appendix.  

5.3. Out of sample results  
 

Through the whole statistical analysis, the empirical implications of the HAR-RV and the GARCH 

(1, 1) models, together with the volatility forecasted from volatility indices have been tested. The 

actual realized volatility is the benchmark of comparing all the results. The closer the predictions 

from the models and the volatility indices forecast to the actual volatility, the better the forecasting 

result. Using the MSE and the MAE methods, the inferences can be made based on the mean. The 

lowest the mean the better the forecasting performance. According to the hypothesis, the HAR-RV 

model is expected to produce better forecasting results during the two periods of crisis. The 

forecasting performance has been also tested for the whole period of data and then specifically for 

the two separate periods. 
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Since this thesis focuses mainly on the Netherlands and subsequently AEX index, it is optimal to 

start with the analysis of these results first. Consistent with the finding from Corsi (2009), Seda 

(2013), and Ma, et.al (2014) in the literature review, the HAR-RV model is outperforming the 

GARCH (1, 1) model and the volatility forecasted from the VAEX for the whole period of 2000 to 

2018 when testing the forecasting performance with the MSE method. Specifically the mean for 

the HAR-RV model is 0.002, for the GARCH (1, 1) 0.007, and for the VAEX 0.009. The HAR-

RV model was able to outperform the GARCH (1, 1) and the VAEX also when the results where 

compared with the MAE method. The mean for the HAR-RV model, the GARCH (1, 1), and the 

VAEX were 0.004, 0.011 and 0.019 respectively. Tables 3a and 3b below are providing an 

overview. 

Table 3a: AEX Descriptive Statistics of MSE method for 2001-2018  
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 4592 .007 .042 0 1.012 

 HAR MSE 4594 .002 .017 0 .731 

 VAEX MSE 4592 .009 .026 0 .352 

 

 

Table 3b: AEX Descriptive Statistics of MAE method for 2001-2018  
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 4592 .011 .238 0 3.181 

 HAR MAE 4594 .004 .116 0 2.703 

 VAEX MAE 4592 .019 .22 0 1.876 

 

 

The findings from the two crisis periods are also consistent with the findings from McAleer & 

Medeiros (2008), Seda (2013), Ma, et.al (2014), Vortelinos (2017), Jou, et.al (2013), Chin, et al. 

(2016) and Andersen, et. Al (2007) as mentioned in the literature review. The HAR-RV model was 

again able to produce better forecasting results against the GARCH (1, 1) model and the VAEX. 

Namely during the first crisis the mean from the MSE method for the HAR-RV model is 0.003, for 

the GARCH (1, 1) is 0.007 and for the VAEX 0.007 too. Analogous results were provided from 

the MAE method. The mean for the HAR-RV model was 0.007, for the GARCH (1, 1) 0.014 and 

for the VAEX 0.022. Tables 4a and 4b below are providing an overview. 
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Table 4a: AEX Descriptive Statistics of MSE method for 2001 to mid-2002 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 327 .007 .026 0 .279 

 HAR MSE 326 .003 .022 0 .31 

 VAEX MSE 327 .007 .015 0 .165 

 

 

 

Table 4b: AEX Descriptive Statistics of MAE method for 2001 to mid-2002 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 327 .014 .221 0 1.669 

 HAR MAE 326 .007 .161 0 1.761 

 VAEX MAE 327 .022 .163 .032 1.284 

 

 

Moving to the results of the forecasting performance for the second period of crisis, 2007 until the 

beginning of 2009, the HAR-RV model was again superior to its competitors. However, it can be 

highlighted that the mean was slightly higher for all the models due to the bigger magnitude of 

crisis. This means that the volatility was much higher for this period compared with the first period 

of crisis. Using the MSE method of comparison the mean for the HAR-RV model was 0.005, for 

the GARCH (1, 1) 0.029 and for the VAEX 0.025. The outcome was the same with the MAE 

method with the HAR-RV model producing a mean of 0.009, the GARCH (1, 1) a mean of 0.025 

and the VAEX a mean of 0.034. Thus, all the values for the mean for this period are slightly higher 

compared to the first period of crisis and the whole period of analysis. Tables 5a and 5b below are 

providing an overview. 

 

Table 5a: AEX Descriptive Statistics of MSE method for 2007 to early 2009 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 574 .029 .107 0 1.012 

 HAR MSE 573 .005 .036 0 .731 

 VAEX MSE 574 .025 .051 0 .352 
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Table 5b: AEX Descriptive Statistics of MAE method for 2007 to early 2009 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 574 .025 .474 0 3.181 

 HAR MAE 573 .009 .207 0 2.703 

 VAEX MAE 574 .034 .364 .01 1.876 

 

 

 

Andersen, Bollerslev & Meddahi (2011) have tested the effect of the volatility that has been 

forecasted from the models on the actual volatility. They suggested that the higher the 𝑅2 from the 

regression the better the degree of predictability from the respective model. The same test was run 

by Hansen & Lunde (2006). Thus, the 𝑅2 which has been obtained by regressing the realized 

volatility on the forecasted volatility from the respective models will be reported. This  𝑅2 can be 

also called coefficient of determination because it can provide info for which model is better at 

predicting. The results are reported at the tables 6a, 6b and 6c below. It can be observed that for all 

three indices the 𝑅2 is always higher for the volatility predicted from HAR-RV model than the 

other two variables which is another positive indication for the forecasting performance of this 

model.  

 

Table 6a: 𝑅2 and the regression coefficients for AEX data 

Linear regression  
 RV  Coef. St.Err. 𝑅2  p-value  [95% 

Conf 

 Interval]  Sig 

HARVAR 0.899 0.057 0.496 0.000 0.786 1.012 *** 

GARCHVAR 0.506 0.035 0.451 0.000 0.436 0.576 *** 

VIXVAR                          0.682 0.031 0.494 0.000 0.621 0.742 *** 

 

Table 6b: 𝑅2and the regression coefficients for S&P 500 data 

Linear regression  
 RV  Coef. St.Err. 𝑅2  p-value  [95% 

Conf 

 Interval]  Sig 

HARVAR 0.920 0.010 0.634 0.000 0.900 0.940 *** 

GARCHVAR 0.647 0.009 0.507 0.000 0.628 0.666 *** 

VIXVAR 0.726 0.009 0.581 0.000 0.709 0.744 *** 
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Table 6c: 𝑅2and the regression coefficients for NIKKEI data 

Linear regression  

 RV  Coef. St.Err. 𝑅2  p-value  [95% 

Conf 

 Interval]  Sig 

HARVAR 0.925 0.012 0.591 0.000 0.902 0.948 *** 

GARCHVAR 0.295 0.005 0.408 0.000 0.284 0.305 *** 

VIXVAR 0.361 0.005 0.487 0.000 0.350 0.372 *** 

 

5.4. Robustness check of forecasting 
 

As already mentioned, the main focus of this thesis is the Netherlands and the AEX index. Thus, 

after presenting the results from the AEX index on section 5.2., the outcomes from the other two 

indices will be also presented and used as a robustness check. The HAR-RV model was remarkably 

better at forecasting volatility for this index for all the periods, and it would be interesting to see if 

the same holds for the other two indices. The same forecasting periods and the same comparison 

methods were used as for the AEX index.  

Starting with the S&P 500 index and the period of 2001 to 2018 (recall that the year of 2000 was 

used as a training period for the models), the following results were produced. The mean for the 

HAR-RV model using the MSE method was 0.002, for the GARCH (1, 1) model was 0.004 and 

for the VIX 0.005. With the MAE method, the mean for the HAR-RV was 0.005, for the GARCH 

(1, 1) model was 0.007 and for the VIX 0.014. Moving to the first period of crisis the forecasting 

dominance of the HAR-RV model did not change. The mean for the HAR-RV model using the 

MSE method was 0.0009, for the GARCH (1, 1) model was 0.0013 and for the VIX 0.0045. Similar 

results were produced with the MAE method were the mean for the HAR-RV model was 0.005, 

for the GARCH (1, 1) model 0.008 and for the VIX 0.019. The forecasting results remained the 

similar also for the second period of crisis. Looking first at the MSE method, the mean for the 

HAR-RV was 0.012, for the GARCH (1, 1) model was 0.024 and for the VIX 0.019. The mean 

that was produced from the MAE method was 0.014 for the HAR-RV model, 0.023 for the GARCH 

(1, 1) model and 0.027 for the VIX. 

The forecasting performance of the models and the volatility indices was lastly tested on the Nikkei 

225 index. The first period is again the 2001 to 2018, which is the whole data period used for this 

thesis. Looking at the results from the MSE method the HAR-RV model had a mean of 0.001, the 
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GARCH (1, 1) a mean of 0.010 and the JNIV 0.012. With the MAE method the mean for the HAR-

RV model, the GARCH (1, 1) model and the JNIV were 0.004, 0.014 and 0.025 respectively. For 

the first period of crisis the mean for the HAR-RV model using the MSE method was 0.001, for 

the GARCH (1, 1) model was 0.003 and for the JNIV 0.014. From the MAE method the HAR-RV 

model reported a mean of 0.006, the GARCH (1, 1) model a mean of 0.014 and the JNIV a mean 

of 0.033. The last period is the second period of crisis. The mean for the HAR-RV model using the 

MSE method was 0.003, for the GARCH (1, 1) model was 0.055 and for the JNIV 0.050. With the 

MAE method, the mean for the HAR-RV model was 0.008, for the GARCH (1, 1) model was 0.033 

and for the JNIV 0.049. Since the main index of analysis is the AEX, all the results from the S&P 

500 index are demonstrated in tables 7a to 7f of the appendix, and all the tables for the Nikkei 225 

index in tables 8a to 8f of the appendix. 

After conducting the analysis for all the indices and comparing the results, it can be easily observed 

that the HAR-RV model is unbeatable for all periods and under both comparison methods. Now 

that the analysis had finished, it can be concluded that the HAR-RV model is superior against its 

competitors, but still the inference cannot be totally generalized since different methods of 

comparison or testing more indices can produce different results.  

 

6. Conclusion  
 

Forecasting volatility is a topic that has been discussed and analyzed a lot in the last years. A lot of 

models have been used for this purpose and still there is no clear view of which one of them is 

better able to forecast volatility. This thesis has been focused on the forecasting performance of the 

HAR-RV and the GARCH (1, 1) models as well as the volatility derived from the volatility indices. 

The realized volatility has been used as a benchmark to evaluate the forecasting performance of 

the above metrics. The HAR-RV model is relatively new model in comparison with the GARCH 

(1, 1) model and its simple structure has made it a very reliable model at forecasting volatility. The 

AEX index was the main index of analysis for the whole period of 2000 to 2018 with an extra 

analysis of the performance of the models at the two periods of financial crisis of 2000 to 2002 and 

2007 to 2009. As a robustness check of the forecasting performance two more indices have been 

tested by the models for the same main period and the other two periods of crisis. 
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The HAR-RV model was superior to its competitors for all the periods of the analysis and for all 

three different indices. First of all, the results that have been taken from the HAR-RV model were 

in line with the findings from Seda (2013), where he also tested the model on a stock market index, 

including the 2007 to 2009 period of crisis. The strategy was similar to this thesis and he also got 

better forecasting results from the HAR-RV model for all periods against the GARCH (1, 1) model. 

The results are also in line with the analysis from McAleer & Medeiros (2008), which also found 

better predicting power at the HAR-RV model against other volatility models. The same 

forecasting performance of the HAR-RV has been seen also at the analysis of Ma, Wei, Huang & 

Chen (2014) and Vortelinos (2017). Finally the findings of this analysis can be confirmed from the 

findings from Audrino & Knaus (2016), which they compared the HAR-RV model with other 

volatility models for a period in and out of crisis. On the other hand the results are contrasting with 

the results from Chung, Sun & Shih (2008), which they found better predictive power from the 

VIX index. The GARCH (1, 1) was either the second best closer to the actual realized volatility 

and sometimes even in the third place. According to the literature review the poor performance of 

the GARCH (1, 1) model against the HAR-RV model is basically due to the fact that is not able to 

directly capture the volatility. None of the literature until this point has mentioned that the GARCH 

(1, 1) model has been able to outperform the HAR-RV model. Thus, this thesis is confirming the 

predictive power of that model. 

 For the evaluation of the forecasting performance of the models and the volatility indices, the 

methods of MSE and MAE have been used. The volatility was higher for the second period of crisis 

compared to the first one and that was a sign of the magnitude of that crisis. To conclude, this thesis 

has mainly contributed to the literature by conducting an out-of-sample forecasting comparison of 

the HAR-RV model on three of the major equity indexes worldwide including both periods of crisis 

after 2000. The results though are giving extra power to the HAR_RV model since the analysis 

was extended in two periods of crisis and not only in one as it was done by McAleer & Medeiros 

(2008), Seda (2013), Ma, Wei, Huang  & Chen (2014), Vortelinos (2017), Jou et al., (2013), Chin, 

et al. (2016) and Andersen et al., (2007). Following the title of this thesis it can be confirmed that 

the HAR-RV model was Har (d) to beat. 
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7. Limitations 
 

Although the HAR model is a simple model to use and produces a perfect estimation of the 

volatility, there are a few studies about it. Hence we cannot generalize our inferences regarding its 

results. The whole year of 2000 is excluded from the out of sample data. The reason is that 

approximately one year period is needed to estimate the HAR and the GARCH (1, 1) models, thus 

this year will not be included at the results section. Specifically 252 points from the starting date 

of the data has been used for this purpose. The data for the NIKKEI 225 index had a starting date 

of 1st of February 2000 instead of 1st of January 2000 as with AEX and S&P 500 indices, due to 

unavailability of data for this specific month. It is a minor difference which did not really affected 

the analysis and forecasting performance of the models. For the first period of crisis the out of 

sample forecast window was smaller compared with the second crisis due to the reason that the 

whole year of 2000 was used as a training period. The low 𝑅2 of the HAR model regressions is 

mainly due to the small training period of 252 points of the model. Finally, the models that were 

discussed in this thesis do not take into consideration macroeconomic variables that might affect 

volatility. Several studies from Yogaswari, Nugroho & Astuti (2012), Nkoro & Uko (2014) and 

Khalid & Khan (2017) found that macroeconomic variables like inflation, interest rates, and 

exchange rates affect volatility but we don’t account for them on this research.  

 

8. Future research suggestion 
 

Since this thesis has mainly focused on the original version of the HAR-RV model and the 1,1 

order of the GARCH model, a good future research suggestion would be that the extensions of 

these two models could be tested for the same periods. For example, a log HAR-RV model and the  

1,2 or 1,3 order of the GARCH model. As already mentioned in the literature review EGARCH  

and TGARCH are two extensions of the GARCH model that can be also tested for their forecasting 

performance. It has been clear that the whole analysis was based on daily window forecasting, thus 

it might be interesting to have a look at the weekly and monthly forecasting performance of the 

models to see if the results will be similar or not. Except the MSE and the MAE methods of 

comparison there are other methods that can be implemented to test the forecasting performance. 

Lunde & Hansen (2001) in their paper are mentioning 6 other methods that can be used. Lastly, 
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conducting the same analysis in a different forecasting horizon and using a bigger training period 

for the models might provide contrasting results. The reason for that could be that the data are 

referring to a period without turmoil and the bigger in-sample window can make the models more 

accurate at forecasting.   
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10. Appendix 
 

10.1. Maximum likelihood 
 

As mentioned above the GARCH (1, 1) model cannot be estimated by a simple OLS regression 

and the use of maximum likelihood estimation should be used. Assuming that we have normally 

distributed errors, and starting from the parameter vector which is denoted by the Greek letter ‘θ’, 

and a time series observations that has the size of (𝑦1, … . , 𝑦𝑛), the maximum likelihood estimation 

method is able to calculate the probability density for this specific sample. It can also be written as 

L(θ|(𝑦1, … . , 𝑦𝑛). This can be done by taking the product of all the conditional probability 

frequencies of the observed data, keeping in mind as mentioned before that the returns should be 

independent from each other. Unfortunately in the GARCH (1, 1) model the returns are usually not 

independent, but still the joint density function can be written as following:  

 

𝑓((𝑦1, … . , 𝑦𝑛), |θ) = f(𝑦𝑛|𝐼𝑛−1)f(𝑦𝑛−1|𝐼𝑛−2) … . f(𝑦𝑛) … . f(𝑦1)(11)  

 

the likelihood equation is maximized with respect to the unknown parameters and is written as: 

                               𝐿(θ|𝐼𝑛−1) = 𝛱𝑡=1
𝑛 𝑓(𝑦𝑡|𝐼𝑡−1)                                                        (12) 

Where 𝐼𝑡 is the information that is available at the time t and f is the density function of 𝑦𝑡. In 

general the maximum likelihood estimation is selecting the values of the parameters of the model 

under which the data have the greater probability of being generated (Xie, 2007). There might be 

though a difficulty when using the maximum likelihood estimation in time series, and this has to 

do with the derivation of the likelihood function. Since the observations of time series are usually 

dependent, the maximization of the likelihood can often be complex. 
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Figure 1: AEX adj. closing prices plot 

 

Figure 2: S&P 500 adj. closing prices plot 

 

Figure 3: NIKKEI 225 adj. closing prices plot 
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Figure 4: AEX log return plot 

 

Figure 5: S&P 500 log return plot 

 

Figure 6: NIKKEI 225 log return plot 
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Figure 7: AEX conditional variance plot 

 

Figure 8: S&P 500 conditional variance plot 

 

Figure 9: NIKKEI 225 conditional variance plot 
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Figure 10 : AEX Normal distribution                                                  

 

 

Figure 11 : S&P 500 Normal distribution 
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Figure 11 : NIKKEI 225 Normal distribution 

 

 

 

Table 1b: Summary of Volatility indices MAE method 

 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 VAEX MAE     4592        .019     .022             0                .188 

 VIX MAE              4516               .014                .016                          0                        .533 

 JNIV MAE             4341               .024                .024                          0                        .285     

 

Table 4a: Regression for S&P 500 of the initial sample 

Numer of obs 252 

Strong convergence 

iteration time:  0.07 

                                                      

                                                         Estimate                 Std. Err.         T Ratio            p-Value            Sig 

MA1                                                  0.00959                 0.07263        -0.132                0.895 

[2]GARCH Intercept^(1/2)               0.00619                 0.0045           -------                --------             -------- 

GARCH AR1                                    0.81025                 0.30679         2.641                 0.009              ***  

GARCH MA1                                   0.642                     0.26474         2.425                 0.016               ** 
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R-Squared =  0.0014 

 

Table 4b: Linear regression for S&P 500 of the initial sample 
 

Number of obs   252 

  
 RV  Coef.  St.Err.  t-

value 

 p-value  [95% Conf  Interval]  Sig 

 RV1 0.358 0.074 4.85 0.000 0.213 0.504 *** 

 RV5 0.068 0.141 0.48 0.631 -0.210 0.346  

 RV22 0.282 0.157 1.80 0.074 -0.027 0.592 * 

 Constant 0.000 0.000 2.48 0.014 0.000 0.000 ** 

 
Mean dependent var 0.000 SD dependent var  0.000 

R-squared  0.222 Number of obs   252 

F-test   21.419 Prob > F  0.000 

Akaike crit. (AIC) -3453.721 Bayesian crit. (BIC) -3439.986 

 
*** p<0.01, ** p<0.05, * p<0.1  

 

Table 4c: VIF S&P 500 
 

     VIF   1/VIF 

 RV5 2.519 .397 

 RV22 1.902 .526 

 RV1 1.581 .633 

 Mean VIF 2.001 . 

 

 

Table 5a: Regression for Nikkei 225 of the initial sample 

Numer of obs 252 

Strong convergence 

iteration time:  0.07 

                                                      

                                                         Estimate                 Std. Err.         T Ratio            p-Value            Sig 

MA1                                                 -0.04396                 0.04814        -0.913                0.362 

[2]GARCH Intercept^(1/2)               0.0032                   0.0009           -------                --------             -------- 

GARCH AR1                                    0.95051                 0.02671         35.586                  0                  *** 

GARCH MA1                                   0.94483                 0.0601           15.721                  0                  *** 

R-Squared =  0.0011 
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Table 5b: Linear regression for Nikkei 225 of the initial sample 

                                                         
Number of obs   252 

 
 RV  Coef.  St.Err.  t-

value 

 p-value  [95% Conf  Interval]  Sig 

 RV1 0.159 0.077 2.06 0.041 0.007 0.311 ** 

 RV5 0.460 0.140 3.29 0.001 0.185 0.735 *** 

 RV22 0.019 0.184 0.10 0.920 0.381 0.344  

 Constant 0.000 0.000 2.81 0.005 0.000 0.000 *** 

 
Mean dependent var 0.000 SD dependent var  0.000 

R-squared  0.172 Number of obs   252 

F-test   16.393 Prob > F  0.000 

Akaike crit. (AIC) -3881.342 Bayesian crit. (BIC) -3867.130 

 
*** p<0.01, ** p<0.05, * p<0.1  

 

Table 5c: VIF Nikkei 225 

     VIF   1/VIF 

 RV5 2.291 .437 

 RV1 1.757 .569 

 RV22 1.45 .69 

 Mean VIF 1.833 . 
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Table 7a: S&P 500 Descriptive Statistics of MSE method for 2001-2018  
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 4516 .004 .056 0 3.235 

 HAR MSE 4517 .002 .042 0 2.453 

 VIX MSE 4516 .005 .046 0 2.841 

 

 

Table 7b: S&P 500 Descriptive Statistics of MAE method for 2001-2018  
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 4516 .007 .019 0 .569 

 HAR MAE 4517 .005 .015 0 .495 

 VIX MAE 4516 .014 .016 0 .533 

 

 

Table 7c: S&P 500 Descriptive Statistics of MSE method for 2001 to mid-2002 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 322 .0013 .004 0 .052 

 HAR MSE 321 .0009 .005 0 .072 

 VIX MSE 322 .0045 .005 0 .042 

 

 

Table 7d: S&P 500 Descriptive Statistics of MAE method for 2001 to mid-2002 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 322 .008 .008 0 .072 

 HAR MAE 321 .005 .008 0 .085 

 VIX MAE 322 .019 .01 0 .065 

 

 

Table 7e: S&P 500 Descriptive Statistics of MSE method for 2007 to early 2009 
  

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 574 .024 .148 0 3.235 

 HAR MSE 573 .012 .108 0 2.453 

 VIX MSE 574 .019 .122 0 2.841 

 

 

Table 7f: S&P 500 Descriptive Statistics of MAE method for 2007 to early 2009 

 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 574 .023 .043 0 .569 

 HAR MAE 573 .014 .032 0 .495 

 VIX MAE 574 .027 .034 0 .533 
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Table 8a: Nikkei  Descriptive Statistics of MSE method for 2001-2018  
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 4341 .010 .096 0 2.501 

 HAR MSE 4376 .001 .013 0 .523 

 JNIV MSE 4341 .012 .043 0 .811 

 

 

Table 8b Nikkei Descriptive Statistics of MAE method for 2001-2018 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 4341 .014 .028 0 .5 

 HAR MAE 4341 .004 .01 0 .229 

 JNIV MAE 4341 .025 .024 0 .285 

 

 

Table 8c: Nikkei Descriptive Statistics of MSE method for 2001 to mid-2002 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 324 .003 .003 0 .034 

 HAR MSE 324 .001 .002 0 .036 

 JNIV MSE 324 .014 .021 0 .259 

 

 

Table 8d: Nikkei Descriptive Statistics of MAE method for 2001 to mid-2002 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 324 .014 .008 0 .058 

 HAR MAE 324 .006 .006 0 .06 

 JNIV MAE 324 .033 .018 .001 .161 

 

 

Table 8e: Nikkei Descriptive Statistics of MSE method for 2007 to early 2009 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MSE 560 .055 .255 0 2.501 

 HAR MSE 559 .003 .02 0 .368 

 JNIV MSE 560 .050 .107 0 .811 

 

 

Table 8f: Nikkei Descriptive Statistics of MAE method for 2007 to early 2009 
 

 Variable  Obs  Mean  Std.Dev.  Min  Max 

 GARCH MAE 560 .033 .066 0 .5 

 HAR MAE 559 .008 .017 0 .192 

 JNIV MAE 560 .049 .05 .002 .285 
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Whole period of data AEX 

Variable  Obs  Mean  Std.Dev.  Min  Max 

RV 4844 .0001162 .0002   .00000016 .004 

GARCH 

VAR 

4592 .0002082 .0003587 .00000017 .005 

HAR VAR 4594 .0000932 .0001639  -.00000041 .002 

VAEX VAR 4844 .0002982    .000338 .000042 .003 

 

 

 


