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Mindshaping  Jerks:  the  Folk  Psychology  of  Online

Incivility and Moral Disengagement

In this paper, I will propose a systematic philosophical approach to understand and describe
instances of hostile interaction in online environments. I will propose a recent approach in
philosophy of mind that understands social cognition as fundamentally relying on socially
shared  norms  as  particularly  resourceful  for  understanding  hostile  online  interaction.
Specifically, the lack of a determined normative context online makes behavior difficult to
interpret,  and  users  tend  to  apply  their  own  normative  standards  for  (in)appropriate
behavior, while those standards might not be followed by other people. This leads to a lack of
common ground and to reciprocal aggression. I will conclude by arguing that digital media
literacy policies should favor virtuous and healthy engagement through the establishment of
shared norms online.

Keywords:  Online hostility  -  Folk psychology -  Mindshaping -  Context  collapse -  Online
virtues - Reactive attitudes

Introduction

Incivility, toxicity, polarization and disinhibition are du jour concepts in contemporary

research and political debate surrounding social media. Online polarization, understood as the

way people  with  different  or  contrasting  (political)  views  see  each  other  as  two sharply

distinct and irreducible groups on social media, is a widely researched issue (Hart, Chinn, and

Soroka,  2020;  Iyengar  and  Massey,  2019;  Maher,  Igou,  and  van  Tilburg,  2018;  Nisbet,

Cooper, and Garrett, 2015; Talisse, 2019). Social networking sites (henceforth SNSs) enable

people  to  be  exposed  to  and  engage  with  a  variety  of  information  sources,  as  well  as

interacting with people holding beliefs and views different from their own (see e.g. Flaxman,

Goel,  and  Rao  2016;  Vaccari  et  al.  2016;  Beam  et  al.  2018:  Dubois  and  Blank  2018).

However,  they also enable  a variety of aggressive and toxic behaviors,  including flaming

(Moor et  al.  2010; Cho and Kwon 2015; Rost et  al.  2016);  cyberbullying  (Langos 2012;

Thomas, Connor and Scott 2014; Kowalski et al. 2014); trolling (Phillips 2015; Bail et al.

2020; Aro 2016); dehumanization during political discussion (Pacilli et al 2016; D’Errico and
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Paciello  2017;  Harel  et  al.  2020);  and a  perceived general  lack of  civility1 in  interaction

(Antoci et al. 2016; Rains et al. 2017; Masullo Chen et al. 2019).

Despite  the  generalized  understanding  among  academic  and  public  contexts  that

online  interaction  is  more  disinhibited  and toxic,  the  social  and cognitive  conditions  that

enable hostility  and moral disengagement  are somewhat  understudied.  Research on online

(toxic)  disinhibition  as  such  is  not  new  (Suler  2004;  Lapidot-Lefler  and  Barak  2012).

However, what is missing is an understanding of hostile interaction as a practice, and of how

certain design features of SNSs such features affect the way their users make sense of others’

behavior online and interact with one another. 

In this paper, I will propose to examine online incivility and moral disengagement

through the lens of philosophical theories of social cognition that highlight the role of the

social context in our understanding of other minds. Various philosophers have highlighted the

importance of the embodied and embedded context in social interaction (Gallagher and Hutto

2007; Gallagher 2008; Hutto 2008; Gallagher and Varga 2014) and its function as a frame that

makes  other  agents  predictable  by  creating  expectations  of  conformity  to  established

conventions and norms (McGeer 2007, 2015, 2020; Zawidzki 2008, 2013, 2018). In online

environments, not only other agents are not embodied (they are not physically present), but

there is no undisputed normative context determining what is (in)appropriate to say or do. I

will  argue that  online incivility  and moral  disengagement  arise  due to the lack of  shared

communicative and interactional norms, which is due to some structural design features of

these  platforms.  The  absence  of  a  shared  context  that  can  frame  and  constrain  social

interaction  in  online  settings  transform  users’  practical  commitments,  as  well  as  the

understanding  of  others’  commitments,  leading  to  a  distortion  of  social  cognition.  This

distortion, caused by an absence of shared contextual norms that would normally constitute a

common ground between agents, leads to mutual hostility.

The  argument  will  proceed  as  follows.  In  section  1,  I  will  highlight  two  salient

features of online interaction, that is the tight relation of users into their online profile and

activities (which I will call cyborgification): and context collapse, that is the way generated

content might be consumed by people who were not intended for consuming it. I will stress

that  these  features  are  design  choices,  features  of  mainstream  online  platforms,  such  as

Facebook and Twitter, that are intended by their programmers. In section 2, I will introduce

1 To avoid paternalistic ways of approaching the problem of online incivility (Masullo Chen et al. 2019), I will
follow Antoci et al. (2016) and define online incivility as: “[A] manner of offensive interaction that can range
from aggressive commenting in threads,  incensed discussions and rude critiques,  to outrageous claims, hate
speech and harassment” (1).
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some philosophical reflections on the importance of context in social cognition. I will give

special focus on the theory of mindshaping, which argues that social norms and conventions

not only frame the way we understand other minds, but can also constrain others’ behavior

(and make them feel compelled to conform to such expectations) through the imposition of an

expectancy effect. In section 3, I will analyze online hostility and aggression through the lens

of the philosophical reflections of section 2. I will argue that the underdetermination of the

context  of  interaction,  coupled  with  the  extreme  focus  of  the  platform’s  design  to  the

individual user’s content, beliefs and values, constitutes an inherent impediment for functional

interaction due to the technologically-derived difficulty for interpreting each other’s behavior.

In other words, the design choices of the platform hinder the fundamental socio-cognitive

capacity to understand other people’s minds, which in turn leads to frustrated and aggressive

interaction. In section 4, I will argue that policies and proposals that intend to make online

interaction less violent and uncivil need to take into account the role of socially shared norms,

and that establishing such norms is key for making online interaction civic and functional.

1. Agents and Context Online: Setting the Stage

Digital platforms, including SNSs, afford a wide range of activities. On sites such as

Facebook and Twitter, users can find and interact with other people; they can produce content

and express their thoughts; they can express their preferences and interests by both following

the content  of other Facebook pages and by creating some themselves;  they can organize

events  that  may  take  place  both  online  and  offline;  and  they  can  consume  multimedial

information such as the news. The users’ newsfeed, where the platform provides consumable

content,  is  designed  to  maximize  a  comfortable  experience  for  users,  enabling  a  smooth

integration  of  the  digital  platform  into  users’  practices,  possibly  making  the  technology

involved “dissolve into the background” of user’s activities on the platform. 

In general, there is a consensus among philosophers that technological artifacts embed

moral  and political  values  and actively  shape  human  experience,  intentionality,  decision-

making and information processing (Ihde 1990; Clark 2003; Verbeek 2011; Miller 2021).

Digital  environments  such  as  SNSs  are  no  exception.  They  are  complex  and  immersive

ecosystems that enable a wide array of social, cognitive and epistemic practices (Smart et al.

2018a, 2018b). While the information users consume there always refers to people, objects

and institutions that exist outside of the digital world (Taddeo 2015; Frömming et al. 2017),
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the information users interact with is what these digital platforms are made of. As Arfini et al

(2017) put it: “[T]here is no gap between information and matter” (382) - for the information

generated by users and webpages and provided by the platform’s algorithms is the only matter

users directly interact with.

This sketch of SNSs as digital environments serves to contextualize the two features of

social networking sites that I wish to highlight for characterizing the relevant characteristics

of  social  interaction  on  SNSs.  Both  these  features  of  SNSs  are  especially  relevant  for

understanding social cognition and interaction online because they originate from what might

be  called  a  general  informational  scarcity.  In  face-to-face  settings,  social  interaction  is

naturally  embodied  and  embedded.  In  online  settings,  not  only  the  expressivity  and  the

influence  of  embodied  feedback  that  normally  prompts  the  direction  of  your  response  is

missing; as I will argue in length below, the context that would normally mediate behavior

and mutual understanding is also undetermined and disputed. On the one hand, users of SNSs

are  configured  as  exclusively  constituted  by  information;  on  the  other,  in  many  digital

platforms, the context of the interaction is somewhat undetermined. I will now examine these

two features of SNSs, their ambiguous status and their relevance for online interaction.

1.1 Cyborgs Online: Users as Information

The first and probably most prominent feature of interaction in social networking sites,

in contrast to face-to-face interaction, is, well, the lack of faces. In social networking sites,

during  real-time  interaction,  embodied  cues  are  missing:  users  might  be  considered

disembodied2, because there is no physical proximity between them. This striking difference

between face-to-face and computer-mediated  interaction  is  somewhat  compensated by the

multifunctional  interface  of  SNSs,  which  enable  users  to  generate  and share  multimedial

information about themselves, others and what they think. 

Following Bertolotti  et al.  (2017), I will call  this configuration of SNSs users as a

cyborgification. The word cyborg has been popularized in philosophy of mind in recent years

(Clark 2003; Verbeek 2007, 2011). The term is used to indicate how many artifacts, when

tightly coupled3 with agents, do not simply mediate the agent’s relation with the world, but

2 I wish to add emphasis, here, on the “might”. Online harm and aggression can have real, offline consequences,
despite the fact that, to those who (willingly or unwillingly) perpetrate the harm, this might not be evident. 

3 The instance of cyborgification proposed by Bertolotti et al. is inspired by, but not equal to, what Clark calls
cognitive extension - when an artifact is integrated to a cognitive system to such a degree that it counts as a de
facto part of that cognitive system (Clark and Chalmers 1998; Clark 2008). In general, I do not find to be the
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can  come  to  co-constitute  them:  the  intentionality,  experience  and  decision-making  and

cognitive processing of the human subject is  radically  transformed by these technological

implementations.4 What makes SNSs users “cyborgified” is their presence and configuration

within digital platforms: on SNSs, users are made of the information they provide and the

content  they  produce  -  that  is,  the  personal  information;  their  stated  preferences;  their

friendship  network;  the  multimedial  content  they  post  on  their  own  newsfeed;  and  the

comments to posts that other users and pages produce. 

Agents  on  SNSs  are  fused  with  and  perceived  as  their  generated  content,  which

appears  as  a  set  of  manageable  and  interactable  items  in  themselves,  while  also  being

informed about the material lives of the individuals that use them (Waite and Bourke 2013).

Furthermore, in order to exist as SNS users and to interact with other people and information,

people rely on the algorithms that select and provide possibly relevant content on the user’s

newsfeed. The sets of information SNSs users interact with are those automatically deemed

relevant by the platform’s algorithms. SNSs users are “diffused” cyborgs both because they

are constituted by the information they generate (both as produced content or as the digital

traces they leave, like preferences or “likes”) and because these interactions are enabled by

the programming of the platform. This inseparability of offline-originated user activity and

the platform where the user acts and generates content enable users to access, communicate

and share multimedial information; expressing, shaping and sharing its own narrative, values

and thoughts in an autonomous way; and interact with members of her social network and

expand it - practices that can be performed online only insofar the user acts upon her online

profile (Taddeo 2015).

While the multifunctionality of SNSs for their users does allow for a relatively wide

range of  actions  and interactions,  the  cyborgification  of  SNSs  users  compensates  in  not-

neutral  ways  for  the  lack  of  embodied  cues.  When  the  expressivity  and  feedback  that

embodied presence provides is missing, social cognition needs to rely on what is available in

the platform: the user’s generated content.  The first thing users see when interacting with

other people is the content others generate, before the others themselves. This means that on

SNSs we first see the other’s beliefs (or, at least, their expressions of beliefs), and then we see

case that Web-based systems provide cognitive extension, and that such systems (including SNSs) transform and
guide our cognitive processing in more nuanced ways (see Heersmink and Sutton 2020).

4 Verbeek (2007, 2011), considers examples of “cyborgification” when pacemakers are installed to support a
patient’s  heartbeat;  or  pharmaceutical  technologies  such  as  antidepressants  help change  people’s  moods;  or
prosthetic limbs are implanted. While these instances of cyborgification involve the physical body of the human
agent, the meshing of technology and human agency in the case of SNSs needs to be understood as occurring
within the digital environment.
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the others. The lack of embodied cues5 as a cognitive resource for understanding what’s in the

other  person’s  mind  causes  a  relocation  of  the  user’s  attention  to  what  is  immediately

available, the content itself, while the underlying motivations and offline background of the

generated content is left ambiguous. From a first person-perspective, the design of SNSs such

as Facebook and Twitter prompts users to define themselves, first of all, on the base of their

preferences, desires and beliefs. In contrast, from a third-person perspective, people and their

content are merged with the newsfeed: they become, in other words, objectified, a mere part

of the informational environment.6 

1.2 Context Collapse: the Indeterminacy of Audiences and Expectations

The problem underlying context collapse was already synthesized well by Kiesler et

al.  (1984),  when  they  wrote  that  “Communicators  must  imagine  their  audience,  for  at  a

terminal it almost seems as though the computer itself is the audience” (p. 1125). As opposed

to face-to-face interaction, when communicating with somebody online Internet users need, in

a  sense,  to  imagine  their  intended  audience.  On  the  one  hand,  the  recipient  of  their

communication is not tangible, but within or “on the other side of” the computer; on the other

hand,  there  are  many  cases  where  the  message  may  reach  audiences  that  are  not  those

intended by the user. In other words, in online environments such as SNS, different people

from different social contexts end up consuming different information, which may or may not

be intended for them specifically,  within the same space.  The online network of a user’s

friends or followers might include friends, family members, colleagues from work, or people

she did not know offline who share her interests and beliefs. Therefore, when a SNS user

produces content, she might have some of these people in mind as recipients, but the content

might be seen by other people, who are not the intended recipient of the message. 

5 One might make a case that (at least some) emojis can be considered as a further way to supply for the lack of
embodied cues. I will not examine this possibility here, and I do not believe that emojis, while somewhat less
ambiguous than “mere” words, can fully supply for embodied expressivity: not only they are, at the end of the
day, still computer-generated symbols, but they cannot supply for the direct feedback that characterizes face-to-
face interaction.

6 One might  be tempted to  compare  the interaction  with “mere  information”  that  characterizes  SNSs with
message correspondence via mail. However, in the latter case there is awareness on the side of the recipient that
the message is “just” a message, which is cognitively separated from the agent who wrote it. Furthermore, the
sender of the mail is usually already known, or at least provides background information regarding herself and
her  motivations  in  the  letter.  This  is  also true  for  most  interactions  through email.  In  contrast,  due  to  the
environmental nature of SNSs, users within them are seen only as the information they provide, which can in
many cases appear “out of context” - as a comment under another user’s post.
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This  phenomenon  is  known as  context  collapse,  “[T]he  flattening  out  of  multiple

distinct audiences in one’s social network, such that people from different contexts become

part  of a  singular  group of message recipients”  (Vitak 2012, p.  451).  This is  an intrinsic

feature of many Web-based technologies, a feature that users of those technologies need to

adapt to, deal with or even make use of in a variety of ways. It is a particularly researched

mechanism in SNSs, primarily in its implications to users’ privacy management (Vitak 2012;

Marwick and boyd 2014) and news sharing and exposure (Beam et al. 2018; Kim and Ihm

2020). 

When it comes to social interaction as such, the collapse of different offline contexts

into one has particularly relevant implications. Marwick and boyd (2011) observed that many

American Twitter users keep in mind that the content they produce might be consumed by

unintended recipients. This leads to, the authors point out, the users imagining the audience

for the content: users need to moderate the content they post by keeping in mind who they

think is going to end up reading it. 

This does not necessarily mean that SNS users imagine themselves as actors at the

center of attention and others online as a public (Szabla and Blommaert 2020). What it entails

is that the various expectations,  more or less acknowledged standards for appropriate  and

inappropriate  behavior  that  underlie  social  interaction  in  different  face-to-face  settings

become undetermined. The audience of the content you produce sets normative standards for

how to behave and what to say. In face-to-face interaction, you would behave differently in

front of strangers and with friends or family members: depending on the social context and on

the people  you are interacting  with,  there will  be certain  things  that  you are expected  or

supposed to (not) do or say. Online all of these audiences, as consumers of the content you

produce, are reduced to one: therefore, standards of what is appropriate to say and do become

equivocal.7 To imagine the audience, in other words, is not simply to imagine the people who

consume your content: it is to imagine the behavioral standards of user-generated content, to

imagine the norms that underlie interaction in face-to-face settings and, at a more practical

level, what other people online expect you to say. 

7 There are also some in-platform means to reduce or determine better the intended recipient(s) or a post (e.g.
tagging on Facebook or  @ing on Twitter);  however,  most  of  these  built-in  strategies  do not  avoid context
collapse  completely,  insofar  as  the content  is  posted.  The exception  would  be  to  send  the content  to  your
intended recipient through a private message. On the other hand, some users may create multiple social media
profiles in order to avoid the conflation of different social contexts (Costa 2018). However, while such a strategy
may cushion the impact of context collapse,  it  is questionable whether  it  is avoided completely - generated
content might end up consumed by unexpected or unintended receivers anyway.

8

hermanwesterink
Sticky Note
hoofdlettr



To summarize,  user cyborgification  and context  collapse are  two characteristics  of

SNSs that  radically  transform social  cognition and interaction  and are both results  of the

informational scarcity typical of computer-mediated communication. They are both examples

of  what  Floridi  (2017)  calls  “copy-pasting”,  or  de-  and  re-coupling.  In  the  case  of  user

cyborgification,  there  is  a  de-coupling  in  a  phenomenological  sense,  because  the  content

generated by users is perceived as a separate entity from the user in his physically situated

context;  and  a  re-coupling,  because  SNSs  users,  within  the  digital  environment,  become

constituted by the content they generate and the information they provide. A similar dynamic

occurs for context collapse: pieces of behavior8 that would normally have a specific meaning

in  a  specific  and  determined  context  offline  are  “out  there”  and  may  be  consumed  and

interpreted by people outside of the intended context. Not only users need to imagine their

audience and its appropriate behavioral standards, but also consumers of the generated content

might apply their own idea of what is appropriate to say and do, because the actual social

context of SNSs is undetermined and its norms are disputed. Or, as Phillips and Milner (2017)

put it: “Online, it is often easier to separate people from their embodied experiences, or to

mistake  the  part  for  the  whole  -  or  to  never  even  see  the  whole,  and  therefore  never

understand the context from which a particular collection of pixels has been unmoored (89).

Before  moving  one,  there  is  one  further  thing  that  needs  to  be  brought  up.

Cyborgification  and  context  collapse  can  be  considered,  at  a  first  glance,  as  inescapable

aspects  of  computer-mediated  communication.  However,  on  SNSs  such as  Facebook  and

Twitter the primary activity consists in information consumption and sharing within one’s

own social network, which can also be expanded. Because this is the main function of these

SNSs, the determination of the user’s identity through information, as well as the blurring

boundaries between the privacy of one’s own close social network and the publicity of other

SNS users, are design choices, features that are implemented by the platform’s programmers.

Platforms such as Facebook and Twitter are, to put it shortly, places where to express yourself

and connect with all our friends, family and other people from many different backgrounds.

The configuration of one’s own presence within the platform is  designed in relation  to  a

collapsed  and  ultimately  undetermined  context.  This  is  reflected  by  Mark  Zuckerberg’s

statement:

8 That is, in this case, generated content.
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“You have one identity … The days of you having a different image for your work friends or

co-workers and for the other people you know are probably coming to an end pretty quickly ... Having

two identities for yourself is an example of a lack of integrity.” (Quoted in Kirkpatrick 2010: 199)

In the course of this section, I highlighted two primary features of SNSs that drive

social  interaction  online,  affecting  the  perception  of  other  people  and  the  context  where

interaction occurs. However, this is not yet sufficient grounds to claim that these elements

affect not only interaction with, but also the understanding of other people, their intentions,

emotions  and beliefs.  I  will  now turn to  a set  of philosophical  theories  that  highlight  the

importance of the embodied and embedded context for mental state attribution. 

2. Mindshaping and Social Cues: the Importance of Context for

Understanding other Minds

In philosophy of mind, folk psychology9 is  understood as the capacity  to  attribute

mental states such as beliefs, intentions and desires. This capacity for understanding other

people’s minds is primarily understood as a form of mindreading. Because we do not have a

direct access to other people’s minds in the same way we do to our own, understanding what

others  are  thinking  consists  in  inferring  and attributing  mental  states.  Social  cognition  is

therefore understood as a capacity to interpret and predict the behavior of other people in the

course of social interaction. This capacity is generally understood as reliant on the possession

of a theory regarding what mental states are and how they interrelate with actions (an account

known as “theory theory”; see e.g., Nichols and Stich 2003), or on the possibility of modeling

others’ mental states on our own (an account known as “simulation theory”; see e.g. Goldman

2006; Gallese 2009). Despite their differences, both these approaches see social cognition as

individualistic and primarily epistemic. They rely on the internal capacity of singular agents

to infer  and know others’  mental  states,  a  capacity  that  is  generally  understood as  third-

personal, or spectatorial.

This understanding of social cognition as a form of mindreading has been challenged

from  various  standpoints  in  the  last  twenty  years.  Many  philosophers  criticized  this

9 This notion was elaborated presupposing an understanding of social cognition as presupposing the possession
of a theory regarding how mental states work (Sellars 1959). However, even the philosophers who criticize this
understanding of social cognition use the term folk psychology in their own explanation of the process (McGeer
2015). For this reason, I will use the terms social cognition and folk psychology interchangeably in the course of
this paper.
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spectatorial understanding of social cognition by highlighting the expressive role of embodied

cues (Gallagher 2001, 2008; Zahavi 2007, 2011) and the typically engaged and participated

nature of social interaction (Gallagher and Hutto 2007; Hutto 2008; Andrews 2009, 2012).

Others criticized, in contrast, the primarily epistemic aspect of mindreading. Instead, these

philosophers the importance of the social context in moderating and constraining behavioral

expectations,  theorizing  folk  psychology  as  a  way  of  regulating  behavior  and  not  just

predicting  it  (Mameli  2001;  McGeer  2007,  2015,  2020;  Zawidzki  2008,  2013,  2018;

Gallagher and Varga 2014; Fernandez-Castro 2020). I will call this latter group of theories the

“mindshaping” or regulative view of folk psychology, as they understand social cognition as

reliant on and constrained by socially shared norms. I will now turn to examine the normative

influence of the embodied and embedded context of social interaction,  focusing especially

(but not exclusively) on the second group of theories.10 Understanding this role of the context

will  prove  crucial  in  the  understanding  of  social  cognition  on  SNSs,  where  the  context

becomes underdetermined.

Before proceeding to this analysis, it is worth highlighting one specific advantage of

these theories over traditional accounts of social cognition. Specifically, theory theory and

simulation  theory  have  problems  in  accounting  for  the  fact  that  a  piece  of  behavior  can

express one among many mental states. For instance, laughter can mean enjoyment, dismay,

nervousness or contempt among others.  In other words, it  is  problematic  for mindreading

accounts to provide an understanding of the relevant information in inferring what the other

person is thinking, both what contextual elements are relevant in mental state attribution and

what is the mental state underlying a piece of behavior. Accounts of folk psychology that rely

entirely on an “in-the-head process” (be it the possession of a theory or the projection of

oneself into the other’s situation) have problems in explaining how can people reliably single

out the appropriate characterization of the other person’s behavior (and of the situation where

the behavior occurs) to interpret the behavior accurately.  One piece of behavior, taken by

itself,  can  have  different  meanings  under  different  circumstances.  For  this  reason,  any

successful account of folk psychology needs to explain how agents can grasp with relative

ease  the  relevant  characterization  of  another  person’s  situation  and  behavior  in  order  to

attribute  her  the  correct  mental  state.  This  is  called  the  frame problem (Haselager  1997;

10 In this paper, I will not deal specifically with the different philosophical assumptions and traditions these
different  accounts  build  on.  For  instance,  while  Zawidzki  and  McGeer’s  accounts  accept  a  degree  of
compatibility  with  traditional  accounts  of  mindreading,  Andrews’  account  is  more  critical  of  traditional
understandings of  social  cognition. An in-depth analysis of  these differences goes beyond the scope of this
paper, where I will simply highlight their similarities and points of contact.
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Wilkerson 2001; Bermudez 2003; Spaulding 2010). I will now turn to examine how these

recent accounts of folk psychology can help account for this problem.

2.1 The normativity of the context: framing social cognition

As I anticipated above, traditional accounts of folk psychology see the understanding

of other people as a form of mindreading: as we don’t have access to other people’s minds as

we have to our own, understanding others relies on our epistemic capacities to infer what it is

they are thinking. Folk psychology is understood as a primarily epistemic practice, reliant on

the  individual’s  own capacity  for  reasoning  and  comprehension.  However,  what  such an

approach  leaves  out  is  the  importance  of  the  sociocultural  context  where  the  “folk

psychologist” (i.e. the person) lives and interacts with other people. What is known as the

mindshaping approach, in contrast, argues that the context of the growth and interaction of the

agent  plays  an  active  role  in  the  formation  of  her  cognitive  capacities,  and that  it  has  a

normative influence on the understanding of other’s behavior.

McGeer  (2015) gets  this  point  across  by considering  the  game of  chess.  To be  a

competent  chess-player,  understanding  what  your  opponent  is  thinking  is  crucial.

Understanding and predicting your opponent’s next move requires learning the rules of the

game and their correct application. This understanding is a know-how, a practical skill that

can be developed and be subject to other players’ feedback. Importantly, knowing how to play

chess  is  an  embodied  skill:  to  apply  the  rules  of  the  game  one  needs  to  develop  other

sensorimotor and visualization skills to engage with other players, the chessboard, the chess

pieces and the patterns they afford. Understanding what other players are thinking and how

they are  strategizing  is  possible  because  both the  actions  of  other  players  and your  own

competence  at  playing  chess  need  to  conform to  the  rules  of  the  game.  The  normative

infrastructure of chess makes available the beliefs, desires and intentions of the players in

their  chess-playing  behavior,  if  one  has  enough  expertise.  Furthermore,  if  the  players’

behavior does not conform to the rules of chess, it will be difficult to make sense of it and,

most importantly, it will be subject to correction in virtue of the norms dictated by the game. 

McGeer (see also Zawidzki  2013, 2019) argues  that  social  cognition works in  the

same way: to attribute beliefs, intentions and mental states in general to other people,  the

context where the interaction takes place has a normative role. Just as the rules of chess, there

are norms underlying the different contexts of social interaction that mediate the expectations
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and interpretations of other’s behavior. In every social context where interaction takes place,

there are norms and conventions of appropriate and inappropriate behavior: human beings are

raised in situated social  environments  characterized  by (spatially  and temporally  variable)

shared practices, norms and values. In other words, the context has a normative influence not

only  on  how  people  behave,  but  on  the  interpretation  of  people’s  behavior.  Whereas

traditional accounts of mindreading focus on “inner” mechanisms (either the possession of a

theory or the capacity  to model  others’  mental  states),  mindshaping prompts  to  take into

account  “outer”  dynamics,  the  social  norms  and  conventions  that  reside,  one  could  say,

outside of one’s own head, and in the context of the interaction. This shift of focus from the

subject’s mind alone to her interaction with preexisting shared social structure, complements

traditional accounts of social cognition (Peters 2019, McGeer 2020) by providing a solution to

the  fame  problem.  Social  practices,  conventions  and  norms  which  characterize  different

contexts and communities help framing other people’s behavior. Conformity (or subversion)

to those norms makes that behavior readable, and such behavior is subjected to evaluation,

interpretation and corrigibility to others in reference to those norms (McGeer 2007; Zawidzki

2013; de Bruin 2016; Zeppi and Bloekpoel 2017).

With context-dependent norms, here,  I mean a wide array of social  constructs and

concepts. The kind of behavioral expectations dictated by the context include not only social

norms and conventions, but even socially-dictated constructs such as stereotypes, virtues and

character traits help framing mental states attribution. Mameli (2001) mentions as an example

the results of experiments conducted by Condry and Condry (1976). In this experiment,  a

group of experimental subjects was asked to interpret the behavior of an infant who interacted

with some toys, and who cried when opening a jack-in-a-box. Those who were told the infant

was male replied that the infant cried due to anger, while those who were told the infant was

female replied she did so due to fear. In this case, gender - a social construct that can vary

across different cultural settings - creates an expectation in the folk psychologist that mediates

her interpretation of the target’s behavior. This concept, which does not refer to the state of

mind of the target, constitutes a reference point for the folk psychologist’s interpretation of

the target’s behavior. Social norms, conventions, values, stereotypes and identifiable character

traits all narrow down the possible interpretations of a possibly ambiguous piece of behavior

and constrain its possible interpretations by providing a mutually acknowledged and followed

frame of reference.11

11 It is relevant to note that the normative structures underlying interaction and framing social cognition (e.g.
gender stereotypes) do not necessarily make the mental state attribution more  accurate. They simply narrow
down the possible number of interpretations by providing a frame.
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The most  important  claim of the regulative  view of  folk psychology,  then,  is  that

shared  and  context-dependent  norms  frame  and  guide  mental  state  attribution  and,

consequently, social cognition. This relevance of the situated context can overcome what I

called the frame problem, because the contextual norms underlying interaction narrow down

the interpretation of mental states. However, the importance of the embodied and embedded

norms underlying interaction have a further implication. The example of stereotypes, virtues,

moral  and character  traits,  is  meant  to highlight  not  just  their  variability  across time and

cultures, but what can be called their  ideological component. The normative assessment of

other’s behavior depends on the collective consideration of what standards of (in)appropriate

or (im)moral behavior are. The perceived validity of a gender stereotype, for instance, relies

on a collective agreement of how people of different genders behave; and while constituting a

common ground that binds the members of the community’s behavior and understanding, can

be not only arbitrary but even expressive of forms of injustice and oppression towards the

target (Haslanger 2020). 

2.2 Expectation, enforcement and community

So far, I portrayed the role of context in social cognition as passive: shared social and

cultural  norms and structures  work as  an interpretative  frame for  enhancing  mental  state

attribution. However, for some proponents of the mindshaping view, social norms, stereotypes

and character traits do not simply work as a passive frame, but can also play an active role in

mental state attribution. 

In this view, certain social practices, like pedagogy, imitation and norm enforcement,

do not simply involve mental state attribution: they enforce specific behavioral patterns in

their  targets,  so  that  they  conform  to  social  and  behavioral  norms  -  so  that,  thanks  to

conformity to the social context, the target can make herself readable to folk psychologists.

Teaching people how to behave in certain contexts or reprimanding a piece of behavior as

inappropriate are a way of instilling specific behavioral patterns. To stick with the example of

chess proposed by McGeer, to become a competent chess player, one needs to learn - or be

taught - the rules of the game. Once the player learns the rules, not only she will be under

external pressure to conform to them by other players: she will feel compelled to conform to

them, because it is necessary to follow them to play the game at all. In the same way, during a

university seminar, one student may feel compelled to raise her hand before asking a question.
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Not only her interrupting without previous notice may hinder the seminar as a practice, but

she learned to signal her intention to talk throughout her previous education. The normativity

of the context in interaction and social cognition not only helps interpreting behavior, but can

make people feel compelled to adhere to it for practical reasons - both for ensuring interaction

to “go smoothly” and to conform to the expectations of the context.

Certain practices such as teaching and norm-enforcement, in other words, create an

expectancy effect in their target: if one is taught what is the appropriate behavior in a certain

situation, the target will be (and feel) expected to behave in the manner she is taught. That

being said, there are cases when not just specific practices, but mental state attribution itself

can create an expectancy effect. Mameli (2001) and Westra (2020) consider an experiment

conducted by Miller et al. (1975) in this light. In the experiment, one group of school children

was told they ought to be tidy, while a second group was told that they already were tidy.

Both groups of students were equally tidy when the experiment  commenced.  After a few

weeks,  the  researchers  found that  the  children  who  were  attributed  the  character  trait  of

tidiness ended up conforming to such attribution, even though they were not especially tidy in

the first place. The same did not stand for the children who were told they had to become

tidier.  The attribution of a virtue (tidiness) created an expectancy effect  in the target  (the

children), which made them feel compelled to conform to it.

Zawidzki (2008, 2013, 2018) argues that this kind of mindshaping mechanism - that

is, the creation of behavioral expectations and conformity in agents - is the most significant

aspect  of  human  sociality  and  cooperativity.  While  previous  theories  focusing  on  the

evolution of human cognition saw cooperation and collective action as enabled by complex

cognitive abilities (see e.g. Humphrey 1980; Tooby and Cosmides 1995; Sperber and Wilson

2002),  Zawidzki  argues  that  it  is  the  need for  cooperation  among peers  that  enabled  the

development  of sophisticated cognitive skills  (see also Sterelny 2012; Geurts 2019, 2020;

Fenici and Zawidzki 2020). Human beings need to establish a collective, shared normative

framework for successful interaction: these norms constrain action and enable agents not just

to interpret other’s behavior, but to make oneself interpretable. The normativity of the shared

and situated context, then, not only supports interpretability of other’s behavior, but actively

constrains behavior to be readable. Not only human beings integrate these constraints through

teaching,  imitation and norm enforcement,  but even the attribution of a mental  state  or a

character trait can lead to conformity to such attribution.  
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2.3 Community  and rationality:  context  sensitivity  and the role  of  reactive

attitudes

So far, I highlighted not only how the behavioral  expectations dictated by specific

contexts enable mindreading, but also how certain practices not only enforce conformity to

those norms but make their targets feel compelled to conform to them. I wish to then mention

a  relevant  aspect  of  the  way  we  enforce  context-dependent  expectations  and  we  feel

compelled  to  conform to  them.  Reactive  attitudes,  and  the  human  sensitivity  to  reactive

attitudes,  pervade  social  interaction  in  general  and  illustrate  some  important  aspects  of

contextually-bound  social  cognition.  Namely,  they  highlight  the  sensitivity  to  normative

assessments brought about by our peers, and how the integration of those norms leads to the

evaluation of others as rational and moral agents.

McGeer  (2015,  2018,  2020)  takes  the  notion  of  reactive  attitudes  from Strawson

(1981),  intending  with  this  notion  ““the  non-detached  attitudes  and  reactions  of  people

directly involved in transactions with each other … of such things as gratitude, resentment,

forgiveness, love, and hurt feelings” (5). Strawson points out that these emotional states -

reacting to others’ behavior through appraisal, disapproval, resentment and so on, they hold

them  to  certain  normative  standards  regarding  (morally)  appropriate  and  inappropriate

behavior.  When we assume these attitudes,  we either expect  our target  to understand and

conform to normative standards, or we are illustrating to her what those standards are and,

eventually,  why she should conform to them. For these reasons,  McGeer argues,  reactive

attitudes play a key role in mental state attribution. If folk psychology is a normative practice;

and the kind of assessment present in reactive attitudes implies a normative evaluation of

behavior; then reactive attitudes can be considered as a way of structuring and directing the

target’s behavior to a correct standard. Conformity to context-dependent norms matters for

successful and smooth social interaction to take place, and not only the felt need to correct

inappropriate behavior, but the sensitivity to these corrections are fundamental to understand

others’  behavior  and to  make oneself  understandable.  The conformity to  these behavioral

standards,  which  are  shared  within  a  community,  not  only  makes  behavior  readable  and

interpretable,  but  makes  people  accountable  for  that  behavior  depending  on  its

(non-)conformity.

The connection of the notion of reactive attitudes with social cognition has a two-

folded implication.  On the  one  hand,  the  capacity  of  reading  other’s  behavior  and being

readable  is  deeply  entangled  with  normative  and  moral  evaluation  of  behavior.  Social
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cognition is, as I stated in 2.1, embroiled in context-dependent norms and ideologies that can

vary across populations. 

On the other hand, the prominent presence of reactive attitudes highlights what might

be called a natural sensitivity of human beings to normative evaluation and feedback. While

the norms underlying social interaction and mental state attribution are context-dependent, the

general sensitivity to norm infringement and the need for conformity to a social structure can

be  considered  as  general  features  of  human  beings.  To  assess  the  cognitive  and  moral

capability of others - and to feel potentially subject to such evaluation - demonstrates the

engagement  with  the  social  context  and  its  normative  structures,  not  just  in  terms  of

situatedness but also participation in a community of peers. If the competence of mental state

attribution is comparable to learning and playing a game like chess, reactive attitudes can be

considered the norm enforcement players assert to those who do not follow the rules. The

possession  of  this  competence  is  not  “merely”  epistemic,  but  intertwined  with  socially

situated values shared within the community. To understand the moral and social norms that

characterize the given community is integral to be treated as sensitive to reasons and actions

that are grounded in those norms. The reactive attitudes that we adopt when others’ behavior

does not conform to our socially-grounded expectations are constitutive of mindshaping, for

they are the means the other mind is “shaped”.

As remarked by Haslanger (2020) the cultural and normative framework constituted

by not  just  social  norms but  habits,  conventions  and descriptive  norms provide  tools  for

successful cooperation and coordination. Not simply joint action, but our mental life and our

understanding of others’ mental lives are determined within our own cultural milieu. To be

sensitive  to  these  values  and  norms  is  intertwined  with  the  possession  of  the  intelligent

capacities necessary for understanding other people and interacting with them successfully.

Given the importance of cooperation and mutuality among human beings, the skill required

for appropriate mental state attribution implies the possession of an essentially interpersonal

capacity.  In light of this,  reactive attitudes can be considered as the means of scaffolding

people’s behavior into not simply adequacy but mere comprehensibility. 
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3. Mindshaping jerks: the folk psychology of online hostility and

moral disengagement

Let us recap the main points of the previous sections before proceeding to the bulk of

my argument. In section 1, I argued that:

1) In SNSs, users are constituted and perceived as information;

2) In SNSs, the context of interaction is undetermined and left to users’ imagination;

In section 2, I argue that:

3) Social  cognition  in  face-to-face  settings  is  framed  by  the  situated  context,  which

moderates behavioral expectations and makes people and their minds readable;

4) Occasionally, people will be and feel obliged to conform to the expectations dictated

by the normative context;

5) The social  context,  in  face-to-face  interaction,  is  composed by social  (and moral)

norms,  conventions,  values  and  shared  beliefs  agents  deem  appropriate,  and

individuals’ competence in following and mutually understanding those norms is the

presupposition for social cognition.

The contrast between 1)-2) and 3)-5) not only highlights the most radical differences

between offline interaction and interaction on mainstream social media such as Facebook and

Twitter12. This contrast is key to understanding the cognitive dynamics that enable toxic and

aggressive  interaction  to  arise  in  digital  environments,  which  emerge  from  a  radical

transformation of the context where interaction occurs. The design of mainstream SNSs leads,

I  argue,  to  a  lack  of  a  shared  normative  context,  which  is  a  consequence  of  the  user-

centeredness of these platforms made evident by cyborgification and context collapse. 

I will now turn to a careful analysis of how cyborgification and context collapse cause

a general epistemic uncertainty in SNSs users regarding the interpretation of other people’s

motivations and underlying mental states. I will then describe how, due to context collapse,

SNSs users need to refer to their own standards for appropriate or inappropriate behavior to

assess  other’s  behavior  and their  underlying  mental  states,  and how the  lack of  common

ground can easily lead to dehumanizing practices.

12 I  will  focus  on  mainstream  social  media  such  as  Facebook  and  Twitter  because  they  are  strongly
characterized by context collapse, more so than more specific social media platforms. I will return to this point in
section 4.2.
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3.1 From Lack of Frame to Individualized Context

In  face-to-face  interaction,  the  situated,  embodied  and  embedded  context  is

fundamental  for  mutual  understanding  and  joint  action.  However,  what  happens  when

everyday mindreading  occurs  on SNSs? As I  explained  in  section  1,  the use  of  SNSs is

characterized by two aspects relevant for social interaction. The first is cyborgification, the

merging of a human agent with the technology in question. This integration has a two-folded

implication. On the one hand, the user-centeredness of the platforms’ design provides users

with  a  sense  of  ownership  and control,  as  the  newsfeed is  her  own.  On the  other  hand,

cyborgification implies that other users are not just indistinguishable from, but defined by

their activity on the platform, by their connections and generated content. The second aspect

that transforms social  interaction and cognition is  context  collapse,  the indetermination of

social contexts and backgrounds into one. The different people that are part of social contexts

which, in face-to-face settings, would be spatially and temporally separated, become merged

and integral part of the platform’s ecology. 

The merging of different people (cyborgification) and of the contextual expectations

that those people embody (context collapse) are extremely significant in the transformation of

social interaction in online settings. I propose that these two design features cause users to

experience one of the traditional criticisms of traditional accounts of folk psychology, that is

the  frame  problem.  The  frame  problem  of  folk  psychology,  as  I  stated  in  section  2,

problematizes traditional mindreading accounts of social cognition by highlighting how the

same piece  of  behavior  can be given different  interpretations  in  terms of beliefs,  desires,

intentions and emotional states. The regulative view of folk psychology provides an answer to

this  problem  by  highlighting  the  normative  role  of  the  social  context,  which  constrains

people’s behavior and, consequently, informs and narrows down the possible interpretations

of their behavior. The social context, whose normativity is ensured by the community who

inhabit it - by people who also follow, enforce and illustrate those norms when needed - is

fundamental in mediating behavioral expectations and making the reasons and mental states

underlying behavior less equivocal. 

Online context collapse, as discussed in section 1.2, implies a general indeterminacy

of the context of the interaction, where the boundaries of private and public space, between

members of one’s own social network and outsiders, and between separated offline contexts

become blurred.  To put  it  differently:  SNSs do not  have an undisputedly defined,  shared

context.  If  the  social  context  in  face-to-face  interaction  provides  a  frame and a  common
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ground, then on SNSs social interaction and cognition is groundless. One piece of behavior -

i.e. one post or comment - is not framed by mutually shared norms or embodied expressivity

as it would be in ordinary face-to-face interaction, and its motivations and background are not

accessible  to  the  interpreter.  Undisputedly  and mutually  shared norms for  interaction  and

communication are absent in SNSs such as Facebook or Twitter,  due to context collapse.

While in face-to-face interaction there are contextual,  shared norms that mediate  people’s

behavior  and  their  interpretation  of  behavior,  online  these  norms  are  absent  and  make

behavior (i.e.  generated content)  much more ambiguous to understand. In other words,  in

mainstream SNSs users incur into the frame problem of folk psychology: it is intrinsically

more complex to interpret the meaning of a piece of behavior, which may have divergent

underlying motivations and be produced under circumstances inaccessible to the interpreter.

The absence of a shared context  entails  the absence of a reference  frame for interpreting

behavior.

That  being  said,  the  lack  of  an  undisputed  frame  does  not  (obviously)  deny  the

capacity to interpret behavior entirely. Rather, this re-presentation of the frame problem - that

is, the intrinsic difficulty to frame the beliefs, desires, intentions, motivations or emotional

states  underlying  an  agent’s  behavior  -  has  a  significant  impact  on  the  way  SNSs  users

understand behavior. Users find themselves in a contradictory scenario: they are in a user-

centered and yet interpersonal space, their access to the platform and its configuration is their

own, and yet other users and information sources are not clearly determined.  Information

consumption,  social  interaction  and  mental  state  attribution  have  intrinsically  ambiguous

premises,  and the agents  that  carry out these practices  -  the users of the platform - must

somehow solve this inherent tension. 

If face-to-face interaction and mental state attribution requires the presence of a social

context with normative value that can frame and make people’s behavior understandable; and

if online such a frame is ultimately lacking due to a fundamental ambiguity intrinsic to the

platform’s  design;  then  users  need  to  implement  a  reference  frame  of  their  own.  The

ambiguity and informational scarcity that characterize SNSs leads users to have to make do

with  what  they  have.  Firstly,  and  most  intuitively,  the  object  of  the  user’s  (the  folk

psychologist’s) cognition is transformed. In face-to-face settings, an agent (the target of the

folk  psychologist’s  mental  state  attribution)  and  the  behavior  that  agent  produces  (the

interpretandum, if you will) are generally distinguishable from one another. Cyborgification

online has the implication of blurring this distinction between agent and behavior, because the
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content  produced  by  the  agent  and  the  agent  herself  are  perceived  as  one13.  However,

cyborgification  and  context  collapse  have  a  further  implication  for  social  cognition  and

interaction,  one that affects the folk psychologist herself and not simply the targets of her

mindreading practices. On mainstream SNSs, users supplement the absence of shared norms

by applying their own, offline norms for appropriate and inappropriate behavior. 

The  application  of  one’s  own,  imagined  norms  of  appropriate  and  inappropriate

behavior  might  seem,  in  itself,  unjustified.  After  all,  while  SNSs  such  as  Facebook  and

Twitter are extremely user-centered, they are also fundamentally interpersonal spaces, where

users interact with people they may or may not know. However, the lack of justification in

this behavior does not entail its irrationality. As Rini (2017) points out, because the norms of

communication of social media are disputed and there is no common understanding of why

people  share  and  generate  content  (as  I  elaborated  so  far),  users  of  social  media  find

themselves  in  a  generalized  epistemic  uncertainty.  The motivations,  intentions,  beliefs  or

desires underlying sharing and generating content are not immediately available and lack a

shared interpretative frame. For Rini,  taking a partisan stance towards seemingly immoral

content - and specifically,  sticking to one’s own normative frame of reference,  one’s own

values  and  standards  for  (in)appropriate  behavior  -  can  be  considered  a  rational  choice.

Exactly because there is no undisputed reference frame, SNSs users may choose to refer to

their  own.  Taking  a  partisan  stance,  by  reiterating  one’s  own  values  and  standards  as

appropriate  and  informational  behavior  (generated  content)  that  contradicts  them  as

inappropriate, means to make explicit one’s own frame of reference. 

To understand the rationality - or at least the “reasonability” - of applying one’s own

frame to assess and interpret others’ behavior online, it is important to note the role of the

design in this choice. The user-centeredness of mainstream SNSs like Facebook and Twitter

plays a significant role in framing others’ behavior. On Facebook’s homepage, the platform

invites the user to generate content with the sentence “What’s on your mind?”. The platform

is designed in such a way that users are invited to express their thoughts, to share what they

want,  to express their  own values and personality.  Nelson (2018) expresses this  idea best

when she writes that “Social media allows us to persistently emphasize who we are and set

aside the question of what we are altogether” (178). 

Because SNSs are so extremely focused on the user, on what she thinks and what she

values,  one  might  say  that  to  apply  one’s  own  standards  for  assessing  appropriate  or

13 One might argue that the producer of the content is simply unseen, instead of merged with the generated
content. This interpretation does not alter my general argument, as the producer of the content is still the target of
the mental state attribution.
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inappropriate behavior is rational: rather, it is  actively encouraged by the platforms’ design

itself. Because the design of the SNSs promotes the expression of one’s own values, other

people’s  generated  content  will  be  interpreted  by  default  as  a  form  of  assertion  or

endorsement.  This  occurs  not  only  because,  as  Rini  points  out,  there  are  no  undisputed

communicative norms to determine why people post or share content. The problem is that

mainstream SNSs such as Facebook are designed to draw out each individual user’s opinions

and thoughts. The extreme user-friendliness, or user- centeredness of mainstream SNSs, is

designed to draw out the expressivity of individuals using the platform. However, the extreme

focus on the user-centeredness of the platform clashes with the collapsed and undetermined

context that characterizes interaction in these websites. The content of a user’s feed is (at least

promoted as) tailored for her: the feed is her own, with content that either for engagement by

members of her online social network or by algorithmic suggestion is proposed for her own

consumption. However, this way of personalized framing of others’ generated content, which

is  a  result  of  a  design  choice  -  context  collapse  -  encourages  users  to  apply  their  own

normative frame to interpret this content. The content that seemingly contravenes this frame

will not simply be perceived out of context, but unjustified. I will now turn to analyzing the

consequences of the perceived out-of-context-ness for users’ cognition and reactions.

3.2 Mindshaping Jerks: Online Incivility as Groundless Reactive Attitudes 

Online incivility and toxic disinhibition are a widely shared and investigated concern

among academics. On the one hand, the lack of embodied cues and feedback is generally

thought to play a role in toxic disinhibition and aggression. On the other hand, polarization is

a more generalized (and not exclusively academic) concern regarding the way people debate

online:  there  seems  to  be  a  generalized  belief  about  SNSs,  that  people  tend  to  be  more

radicalized in online debates, especially when it comes to divisive societal issues. 

While there is a general awareness of this issue, my discussion of the implications of

context  collapse  and  cyborgification  in  social  cognition  highlight  a  further,  social  and

cognitive aspect of toxic interaction. This aspect can be summarized as follows: because there

is no undisputed norms of communication and interaction online,  and because,  by design,

users need to apply their own normative framework to interpret others’ behavior, users will

feel compelled to counter and react negatively to behavior that (seemingly) contradicts their

own normative  framework.  Not only,  as  I  explained in  section 2,  are  people tendentially
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sensitive to enforce these normative standards when somebody infringes them - in actuality,

the  SNSs’  interface  invites  users  to  express  those  standards.  The  normative  frame  that

underlies  users’  behavior  and  their  interpretation  of  behavior,  however,  can  vary  greatly

across users and their situated, offline context. For this reason, users will tend to reciprocally

enforce their own normative frames on each other, to take on reactive attitudes towards each

other’s behavior when they consider it immoral, unreasonable or unjustified, while there is no

shared  frame  where  such  reactive  attitudes  can  be  considered  themselves  justified  or

reasonable. 

What emerged from the analysis of mindshaping and of the technologically-mediated

frame of experience provided by the platform is the contextual sensitivity to social and moral

norms. This sensitivity is an incredibly important characteristic of human beings, as it is a key

enabler of the high degree of cooperativity that characterizes our species. It is this sensitivity

that prompts us to assume reactive attitudes towards those who infringe the contextual norms

of our  interaction.  In  the technological  settings  of  SNSs,  however,  not  only there  are  no

undisputedly shared norms among agents: the hyper-individualized framing of interaction and

information consumption of mainstream SNSs has the consequence of individualizing agency,

and to cause other agents to feel as mere part of the digital environment. It is for these reasons

that,  in  front  of  the  collapsed  context,  users  are  prompted  to  apply  their  own normative

standards of appropriate behavior.14

The  absence  of  shared  values  of  interaction,  and  the  application  of  each  user’s

normative framework to make sense of each other’s behavior, potentially leads to what I call

the practice of  mindshaping jerks.  With this  term,  I  refer to  the transforming of people’s

expectations and evaluation of others by treating them as immoral agents, by enforcing onto

them one’s own standards of appropriate or inappropriate behavior when those standards are

not perceived as such by the targets of the enforcement. 

Recall that mindshaping, which is enabled by our natural sensitivity to norms and is

constituted by our reactive attitudes, consists in a normative practice with the intent or effect

of prompting the target to conform to socially-grounded expectations. Online, an individual

user’s  expectations  for  others’  behavior  is  grounded  in  their  own,  offline  social  context.

Following Schwitzgebel (2019), I define a jerk as someone who “culpably fails to appreciate

14 One may argue that the design of mainstream SNSs is actually the exploitation of this sensitivity, and that the
service  providers  actually  aim  to  cause  user  engagement  with  the  platform  by  taking  advantage  of  this
sensitivity. This point could be further elaborated by connecting it with the practice and finalities of profiling
through engagement (Hildebrandt 2008, ) This is a very relevant point that would deserve much deeper research
on its own, and that cannot be explored appropriately here.
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the perspectives of others around him, treating them as tools to be manipulated or fools to be

dealt with rather than as moral and epistemic peers” (4-5) and I assume that one may behave

like a jerk while not deliberately or explicitly intending to harm others (10-12). This definition

applies well to the case at hand. If SNSs prompt users to apply their own normative frame to

otherwise decontextualized  behavior  (section  3.2);  and if  this  technologically-  encouraged

way of seeing others’ behavior is effective because of the natural sensitivity to assess others’

moral competence based on some given normative framework (sections  2.2-2.3);  then the

online behavior of people who do not conform to our standards will be instinctively assessed

as morally defective, and the person who produced that behavior will be considered morally

and epistemically inferior. 

From an individual folk psychologist’s point of view, the absence of a unified frame,

which agents’ behavior can refer to in order to  be readable at  all,  has the implication of

(mis)representing behavior that follows different and unseen normative frames as morally and

epistemically  incompetent,  and  will  lead  users  to  treat  the  others  as  such.  Our  reactive

attitudes towards those pieces of behavior, our attempts to “mindshape” others’ behavior into

conformity are not simply unjustified and ineffective due to the absence of a shared frame.

The  other  person  will  herself  feel  called  out  without  a  justification,  and  consider  your

behavior immoral and unjustified; and, consequently, she will herself react to your behavior

by assessing it as immoral and assessing you as the morally and epistemically incompetent

agent.   The  application  of  each  other’s  frames  entails  a  lack  of  common  ground,  and

interaction becomes dysfunctional and, oftentimes, violent. Online aggression does not simply

occur due to issues that are by themselves polarizing, but because the absence of a shared

frame means that a much more socio-cognitive cognition that enables any form of mutual

understanding and joint action is gone.

Put differently,  one could understand the kind of interaction  described above as a

reciprocal attempt at correcting the other person’s behavior to one’s own normative frame.

The adoption  of  reactive  attitudes  towards  the  target  can  be understood as  an  attempt  at

shaping the other person’s mind into one’s normative standards, which are not necessarily

shared by the online other. While the initial adoption of (negatively charged) reactive attitudes

towards  others  may  rise  due  to  a  general  informational  scarcity,  its  (at  least  tentatively)

regulatory aim may be seen as somewhat pedagogical:  it  consists in an attempt to correct

others’ behavior and state of mind to normative standards that  we follow, but  they do not

necessarily  do.  This  lack  of  a  common  ground  constitutes  an  impediment  for  functional

interaction  and  mutual  understanding.  However,  due  to  the  context  sensitivity  of  human
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beings, users feel compelled to react to behavior that (seemingly) does not follow norms of

appropriate  behavior.  The incongruence of the interaction  caused by the lack of common

ground leads not simply to the projection of one’s own normative frame to other people’s

behavior,  but  to  feeling  the  need to  correct  that  behavior  to  one’s  own standards.  These

attempts at evaluating and appraising others’ behavior will be inefficient due to a lack of an

actually shared frame, which will result in a frustrating interaction overall and, tendentially, to

a reduced capacity to actually understand the actions and state of mind of the online other. 

This  explanation  of  how  polarization  and  hostility  rise  in  online  environments  is

justified by the discussion, in section 2, on the importance of the socially situated context in

interaction  and mental  state  attribution,  and by the impact  of  cyborgification  and context

collapse in  user activity  on SNSs. While  I  believe that  many empirical  studies on online

incivility and hostile interaction may somewhat implicitly presuppose such a picture, I believe

that making this aspect explicit can enrich our understanding of online toxic behavior. 

In the various research on incivility and dehumanization in SNSs there is some degree

of awareness regarding the technological  aspects  of these digital  platforms that  enable or

facilitate aggression and the perception of “the other side” as morally distant. The lack of

embodied presence that comes with computer-mediation reduces the possibility of empathy

among  agents  involved  in  the  interaction,  without  fear  of  bodily  harm  or  undisputedly

effective sanctioning. Other people’s speech acts and generated content is also perceived as

truncated,  in  contrast  to  the  spatiotemporal  continuum typical  of  face-to-face  interaction.

However,  the  examination  of  moral  disengagement  in  online  interaction  in  light  of  the

regulative view of folk psychology - i.e., by considering the way specific design features of

mainstream  SNSs  supplant  the  absence  of  a  shared  context  with  a  hyper-individualized

perspective  -  shows that  the  influence  of  these  platforms  runs  much deeper  than  a  mere

removal of embodied presence. By valuing the individual’s own values and preference before

all  else,  the  platform’s  very  design  leads  to  the  individual’s  application  of  one’s  own

normative context, naturally distorting not just the moral judgment of others’ behavior and

what  we  consider  (our  own)  moral  behavior,  but  the  very  possibility  of  understanding

behavior or what the people behaving that way are thinking, desiring and valuing at all. The

lack of a determined normative context for interaction, which is the result of the platform’s

underlying  ideology,  prevents  the  very  possibility  of  an  accurate  understanding  of  other

people’s intentions, beliefs and general state of mind. 

25

hermanwesterink
Highlight

hermanwesterink
Highlight



4. Online Virtues and the Importance of Contextual Norms

The diffusion  of  epistemically  problematic  content  on SNS, as  well  as  the  higher

degree of polarized interaction, are uncontroversially considered a problem both in academia

and the general public.15 Given the generalized concern regarding polarization online, one of

the main lines of solutions to this complex issue consists in the ideation and application of

adequate  media  literacy,  whereby media  literacy  is  understood as  the  acquisition  of  “the

critical knowledge and the analytical tools that will empower media consumers to function as

autonomous  and  functional  citizens”  (Khan  2008,  15).  The  development  of  this  kind  of

capacity is meant to enable media consumers - or, in this case, SNSs users - to consume and

interact with the media and other citizens in functional ways, conscientiously and healthily.

Given the success and diffusion of SNSs and the attention given to polarization, aggression

and generally toxic interaction in these digital environments, the acquisition and practice of

these tools is considered key in order to avoid these issues.

Some authors  propose that  these  kinds  of  media  policy  should  promote  virtues  in

Internet (and SNSs) users. For instance, Heersmink (2016, 2018) proposes that digital media

literacy  policies  should  support  the  development  of  epistemically  responsible  behavior.

Specifically, he proposes that Internet users should develop intellectual virtues (intended as

acquired or learned character traits) such as intellectual humility (i.e. the acknowledgement of

one’s  own  cognitive  limitations),  carefulness  (i.e.  trying  to  avoid  intellectual  errors  and

mistakes) and thoroughness (i.e. the disposition to probe for a deeper understanding of the

information at hand, its origins and implications). Similarly (and more closely related to this

paper’s concern), Worden (2019) argues that, for interaction and debate on social media to be

successful  and  not  be  morally  disengaged,  there  is  need  for  developing  civic  friendship,

intended as a form of mutual respect for other (and potentially unknown) SNS users. Here,

civility  is enabled by mutually shared and agreed upon knowledge regarding each other’s

social and political community. Without such shared knowledge, Worden argues, any form of

cooperation  (including  political  debate)  will  be  inevitably  dysfunctional  if  not  outright

unachievable, as the members of the community will lack a sense of mutual understanding.

Civil social media-based debate can be properly maintained only insofar SNSs users exercise

of inclusivity regarding the value of other viewpoints, self-control in the way and tone of

expression,  discretion  in  choosing  the  debate  to  partake  in,  and  audience  sensitivity  (i.e.

15 See,  however,  Peters  (2020),  who  warns  that  claims  about  the  persistence  of  online  polarization  may
inadvertently cause users to expect a polarized environment and act accordingly.
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recognizing the moral and political character of both the people actively taking part in the

debate and of those who may simply monitor the conversation without jumping in).

I believe that  the approaches to online incivility  and more general epistemological

problems related to social media use that focus on the importance of exercising virtues have

some relevant  merits.  However,  this  kind of approach,  taken at  face value,  runs into two

problems.  The  first  issue  regards  the  general  feasibility  of  user-centered  media  literacy

policies. On the one hand, the enactment and eventual success of a policy supporting media-

related education that supports intellectual and civic  virtues would take time. This can be

particularly problematic if one assumes that digital technologies may develop and transform

fast enough to make those policies  too obsolete.  On the other hand, while,  as Heersmink

(2016) points out, all citizens should have equal digital  literacy skills or at least an equal

chance to develop them, an effective policy would have to effectively deal with various levels

of what is called “the digital divide”, i.e. social inequalities in access and use of informational

resources (see e.g. Notten et al. 2009; van Deursen and van Dijk 2019). In general, media

literacy  policies  would have to  account  for the differences  caused by different  economic,

cognitive  and  sociocultural  resources,  not  only  in  physical  (access  to  the  Internet)  and

material  access (the kind of device used),  but also in digital  skills  and in the capacity  to

translate Internet usage into favorable offline outcomes. 

The second problem is somewhat more complex, and regards not just the effectiveness

of user-centered digital literacy policies, but also whether focusing only on the user is the

most appropriate way to tackle the problem of unhealthy online interaction and information

consumption.  As Brown and Hennis (2019) point out, the outsourcing of responsibility to

users  only  for  aggression  and abusive  behavior  online  can  be  seen  as  a  way for  service

providers  to  not  take  responsibility  in  moderating  content.  The  consideration  of  digital

platforms (and their moderators) as value-neutral when it comes to toxic behavior not only

fails to properly safeguard its victims, but fails to consider the way the platforms’ design

choices (or lack thereof) enable or influence such behaviors. 

In light of my previous discussion of social cognition online, the role of the platform’s

design in toxic interaction runs extremely deep. If the capacity to understand each other’s

minds  is  fundamentally  enabled  by  the  presence  and  joint  adequacy  to  socially  shared

contextual  norms,  and if  on platform such as  Facebook and Twitter  these  norms are left

undetermined by context collapse - which is  a design choice - then user-centered literacy

policies cannot tackle the issue of uncivil and toxic interaction properly. The configuration of

mainstream SNSs, which prompts users to express their  own thoughts  and values and on
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framing other people’s behavior through their own normative standards, distorts what would

otherwise be an essential component of everyday social cognition. In other words, any policy

decision that intends to tackle the problem of aggression and hostile interaction online needs

to take into account the features of the platform’s design that actively shape user experience.

Interventions for making social interaction online healthier and functional need to consider

the social  and cognitive implications of SNSs’ design choices;  and while the rendering of

users into cyborgs is somewhat inevitable16, intervention on the collapsed context of online

interaction represents a more viable path for positive change.

A stronger determination of the context of social interaction, so that the audience and

the norms of appropriate behavior are not left to users’ imagination, can play a key role in

steering users’ behavior. As Gunn (2020) argues, forms of responsible agency intended to

promote productive (or, in our case, civil) communication needs to be sensible to the context

that mediates our conception of one another as competent agents and communicators. In this

sense, focusing on personal behavioral and belief-formation regulation needs to be grounded

to a joint commitment of all participants of the interaction to mutually acknowledged ends.

For the promotion of civil behavior as the one proposed by Heersmink and Worden there must

be some mutually binding norms that can drive interaction in a healthy way. Similarly, Miller

and Record (unpublished) propose that setting up explicit norms around responsibility for the

content  and tone  of  generated  content  (either  by communities  of  users  or  by the  service

providers  themselves)  can  help  a  healthy  management  of  toxic  content.  Furthermore,

platforms might offer users more options to contextualize their posts by making their reasons

and feelings around the production and sharing of content more salient. 

The establishment of contextual norms is essential for the implementation of policies

that are aimed at the development of online virtues, as it provides a way to properly take into

account that some structural design choices of digital platforms have a relevant influence in

shaping behavior. The way users are meshed with the platform’s configuration, and the (lack

of) determination of the audience are constitutive of the way they interact with information

and others online. If the entire ideology behind the design of a platform like Facebook is self-

affirmation  and expression above all  else,  these design choices not  only will  drive users’

cognitive and affective processes online: due to the specific meshing of user and technology

in the collapsed context, the configuration of this platform can be considered constitutive of

their  moral  and cognitive  character  (Skorburg 2019).  And to develop epistemic and civic

16 I.e. I am not aware of any way to accurately replicate the embodiment of everyday face-to-face interaction in
computer-mediated communication.
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virtues,  there  must  be  a  stronger  focus  not  just  on  individual  users,  but  on  the  entire

sociocultural and cognitive ecology of the platform they use (Phillips and Milner 2021), to

give them the possibility to put those virtues into practice within a community that values

those behavioral patterns. 

The  discussion  of  mindshaping  highlighted  the  importance  of  the  contextual,

communally  shared  norms  that  underlie  social  interaction  in  face-to-face  settings  for

interpreting  behavior,  a  context  that  in  mainstream SNSs is  by  definition  collapsed.  The

moderation of behavior  through context-dependent  expectations  and obligations  that  those

norms provide do not simply determine the values of a community, but make the behavior of

that  community’s  members  understandable  to  begin with.  To focus on possible  norms of

interaction and communication online that can be jointly accepted and followed can therefore

be a  viable  path  to  make us better  and healthier  people in  the online world,  by properly

tackling a problem that lies at the intersection of technology, cognition and sociality.

5. Conclusion

In this paper, I proposed to examine the problem of online hostility and aggression

through the theory of social cognition known as mindshaping. This theory accounts for a key

role  of  contextual  and  socially  shared  norms  for  the  understandability  of  each  other’s

behavior.  By describing  some structural  design  features  of  mainstream social  networking

sites, I argued that the design of social media such as Facebook and Twitter overfocus on the

user’s self-expression and leave the context of social interaction and information consumption

severely under- determined. This underdetermination of the social  context,  I argued, leads

users  to  interpret  each  other’s  behavior  through their  own normative  frame,  leading  to  a

severe reduction of this  fundamental  socio-cognitive aspect of social  interaction,  and to a

distorted understanding of others and to hostility and aggression. For this reason, I concluded

that it is necessary to instantiate a sense of community and mutually shared norms through a

clearer determination of the context of interaction to properly tackle the problem of hostile

interaction. While the precise way of establishing contextual norms online needs much further

exploration, I believe it can be a fruitful path that literacy policies and digital designers can

follow to improve the functionality of online interaction.
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Antisociality  Online:  Understanding  Social  Cognition  on  Social

Networking Sites

Key  words:  Social  Cognition  –  Social  Media  –  Online  Incivility  –  Active  Externalism  –

Postphenomenology – Online Polarization – Social Norms 

1. Description of the Theme and Aim of the Research Project

Social  networking sites  (henceforth  SNSs)  have  become an integral  part  of  social

interaction in contemporary society. Despite the variety of studies on psychology and sociality

on SNSs, there is no unitary theoretical framework to account for the psychological and social

transformations brought about by SNSs.

Among these transformations,  social cognition online is arguably under-researched.

Online polarization, aggression, cyber-bullying and trolling are well-known and researched

issues involving digital technologies. However, not much research addresses the more general

problem of social cognition online - of how users understand the thoughts and behavior of

other people in online settings. Nonetheless, understanding toxic social interaction in digital

environments requires a theory of how social cognition in general occurs online.

There is a wide philosophical debate regarding the nature of social cognition. In SNSs,

social cognition grows in complexity: understanding others changes for a lack of embodied

cues and for certain features of SNSs that become integrated in everyday practices without

acknowledgement or scrutiny. These features of SNSs shape users’ cognitive processes and

dictate the rules and means of social interaction.

This  research  project  aims  to  provide  a  theory  of  social  cognition  in  digital

environments that explains how SNSs integrate with and selectively employ human cognitive

capacities.  Understanding how the structure  of  digital  technologies  mediates  interpersonal

relationships and radically  integrates cognitive processes constitutes an important  research

path to understand how social cognition is affected online and how it can turn toxic. 
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2. Background and Research Questions

I  will  refer  to  three  major  developments  in  contemporary  philosophy  in  order  to

provide a perspicuous description of the research question and suggest appropriately precise

answers at the end of the project. Each of these research frameworks, despite their different

backgrounds, have a bearing for a full understanding of the dynamics of social cognition in

digital environments; and while the first two frameworks do not investigate social cognition

as such, they do have substantial implications for understanding social cognition online and

the overall research project.

2.1 Technological Mediation

The  philosophical  theory  of  technological  mediation  originates  in  Heidegger’s

writings on technology and is majorly represented in the works of Don Ihde (1990) and Peter-

Paul  Verbeek  (2011).  This  approach  focuses  on  the  role  of  technologies  in  the  relation

between human beings and their world: technologies are not neutral, but define human beings

and constitute their way of life and their relationships with the world. 

This  theory  has  been  applied  to  a  wide  variety  of  technologies,  from  FMRI  to

nanotechnologies  to  smart  cities.  Digital  environments  and  SNSs  also  figure  among  the

technologies under the scope of mediation theory (Nelson 2018). The first applications of

mediation theory to SNSs provide some promising foundations to put into clearer focus how

these technologies mediate our understanding of other people.

2.2 Active Externalism in Digital Environments

Active externalism in philosophy of mind, while also involving technology use, comes

from  a  different  philosophical  tradition  than  mediation  theory.  This  theory  argues  that

extracranial items, under the right circumstances, can co-constitute cognitive processes and

transform them over time (Clark & Chalmers 1998; Menary 2010). Clark (2003, 2008) argues

that  human  beings  are  “natural-born  cyborgs”:  the  evolutionary  trajectory  of  our  species

favored a natural reliance on external structures that ground our cognitive processes. This is

consistent  with a  recent  development  in  evolutionary  theory  known as  niche-construction

theory (Laland & O’Brien 2011; Laland, Matthews & Feldman 2016; Sterelny 2010; Sterelny

2013) emphasizing how organisms can manipulate their own environment and influence their

evolutionary drive.
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Elements that can enable cognitive extension include not only artifacts but also socio-

cultural  practices  and institutions  (Gallagher  2013;  Slors  2019,  2020).  SNSs represent  an

interesting  case  for  cognitive  extension:  the  dissolution  of  biological  boundaries

characterizing  extended cognition  would take unprecedented  form in digital  environments

(Smart, Clowes & Heersmink 2017, 2018) and the high degree of adaptivity, commodification

and  personalization  of  users’  online  experience  can  bring  about  notable  epistemic

consequences. Considering SNSs in this framework can capture their cognitive effects  for

users, because, more than mere artifacts, they can be considered environments, characterized

by social practices and norms users ought to follow for their proper use.

2.3 The Embodiment and Normativity of Social Cognition

The debate regarding how human beings understand each other's minds has a long

history in philosophy. This research project will especially focus over theories emphasizing

the importance of embodied expressivity and social expectations. Gallagher (2001, 2007) and

Zahavi (2007) argue that embodied cues such as facial expressions and gestures are central for

social cognition. This theory is particularly interesting when applied to digital environments,

not only because there are no proper embodied cues, but because understanding other minds

through embodied expressivity is linked to a form of empathy (Zahavi 2007), which might

lack  in  online  environments  and be an important  factor  for  explaining  online  aggression,

polarization and dehumanization.

Another  extremely  important  philosophical  theory of  social  cognition  is  known as

“mindshaping”. This theory argues that understanding other minds involves conformity to and

enforcement of social norms (Mameli 2001; Zawidzki 2008, 2013; McGeer 2007, 2015, 2019,

2020;  Haslanger  2018).  This  implies  that  much  of  social  cognition  is  dependent  on  the

sociocultural context of the social interaction. In the case of SNSs, this is particularly relevant,

not only because different social contexts collapse and dissolve in the platform, but because

the material characteristics of these environments afford new social practices and behavioral

standards that can be useful for understanding the dynamics of social cognition online.

The combination of these philosophical frameworks provides a number of different

dimensions to analyze the dynamics of online social cognition. Technological mediation can

help  understanding  the  experience  of  digital  environments;  active  externalism  can  help

understanding  the  integration  and  transformation  of  cognitive  processing  online;  and
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embodied  and  regulative  theories  of  folk  psychology  can  help  understanding  the

transformation of face-to-face social cognition in online settings.

2.4 Research Questions

RQ: How can we provide a perspicuous representation of (hostile) social cognition in

social networking sites (SNSs)?

subRQ1: How do theories of technological mediation and active externalism

complement each other?

subRQ2:  What  are  the  characteristic  features  of  SNSs  that  technological

mediation and active externalism highlight?

subRQ3:  What  are  the  design  characteristics  of  SNSs  impacting  social

cognition online?

subRQ4: What are (some) design-level interventions that might improve social

cognition and reduce hostility and dehumanization online?

3. The research project

3.1 Year 1: Establishing a Framework:  Mediation, Active Externalism and

Social Cognition

The  first  year  aims  to  develop  an  integrated  philosophical  framework  for  the

dissertation. The candidate will elaborate and connect two different frameworks, that are the

theory of technological mediation and active externalism in philosophy of mind. On the one

hand, mediation theory investigates how technology shapes everyday human life actively and

not neutrally (Verbeek 2011, 2019, 2020). On the other hand, active externalism argues that

environmental  elements such as artifacts  co-constitute the cognitive processes traditionally

understood  as  the  sole  result  of  the  brain’s  activity.  Approaches  related  to  EM such  as

cognitive niche-construction theory (Sterelny 2004, 2010; Clark 2008; Pinker 2010; Bertolotti

and  Magnani  2017),  cognitive  integration  (Menary  2008,  2010),  and,  relevantly  for  the

research  at  hand,  theories  of  cognitive  extension  through  institutions  and socially  shared

norms (Gallagher 2013; Slors 2019, 2020) will  be important for establishing the project’s

framework. Versions of active externalism explicitly applied to the digital world will be taken
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into account (Clowes 2015, 2019; Smart 2017; Smart et al. 2017a, 2017b; Arfini, Bertolotti &

Magnani 2019; Arfini 2020). 

Among the various criteria  in the literature for cognitive extension and integration

(Rowlands 2009; Sterelny 2010; Sutton 2010; Heersmink 2017), there is one of particular

importance for the research project, pointed out only by Arfini, Bertolotti & Magnani (2019),

that is the immersive character of online platform such as social networking sites. SNSs are

complex environments, which are identifiable as virtual online spaces but are simultaneously

embedded in and informed by the traces of other people on the network. The complexity of

SNSs is determined by their being virtual, privately accessible, and communal spaces, to the

point that the user’s cognitive processes can be dictated both by the material characteristics of

the platform and by socially shared practices that the platform affords.

Active  externalism  is  particularly  useful  in  this  context  because  due  to  certain

characteristics  of  SNSs such as  personalization  and immersivity,  the  configuration  of  the

user’s newsfeed can be considered an extremely “comfortable” cognitive niche,  being the

place of cognitive load from users to the point that they lose track of where their minds and

where the niche begins. This is not simply because of the technological characteristics of the

platform but also because of the kinds of social practices and standards that the collectivity of

users is nudged into by those technological aspects (Selinger and Whyte 2010; Lavi 2018) and

of the choices implemented by the platform’s designers (Williams 2018).

Combining the two approaches and highlighting their complementary aspects (such as

the  understanding  of  users  as  “cyborgs”:  Verbeek  2007;  Clark  2003)  will  ground  the

candidate’s research in the following years. A special focus in this phase will be given to how

these approaches understand social cognition. Some postphenomenological research focuses

on how technology plays an active role in the moral treatment of other people (see e.g. Nelson

2019);  on  the  other  hand,  approaches  to  folk  psychology  related  to  active  externalism

underline  how  understanding  other  minds  relies  on  shared  social  norms  and  context-

dependent  behavioral  expectations  (Zawidzki  2013;  McGeer  2007,  2015,  2020).  The

intersection of these different branches of research will provide an adequate background to

provide an answer to the research question, regarding how social cognition occurs in social

networking sites. Ultimately, a theory of social cognition both based on embodied cues and

akin to the phenomenological tradition (Gallagher 2001, 2007; Zahavi 2007) and relying on

social regulations and norms will provide adequate explanans for the research question.

In this timeframe, two articles will be written for publication. One of these articles

would be aimed at describing users in digital environments as cyborgs, building on Verbeek’s
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(2007, 2013) and Arfini,  Bertolotti  and Magnani’s (2018) divergent understandings of the

concept. Particular emphasis will be put on the idea that in digital environments users are

phenomenologically indistinguishable from the content they produce and the information they

provide,  and  reflect  on  how  this  intrinsic  feature  of  digital  platforms  might  affect  the

perception of other people online.  This article  may be submitted to  Minds and Machines,

Philosophy and Technology or Science, Technology and Society.

The  aim  of  the  second  will  be  to  delineate  the  relation  between  users,  digital

platforms, and other users met within the platform. I will combine the theory of symbiotic

cognition (Slors 2019, 2020) and the notion of digital environments (Smart, Heersmink and

Clowes  2017,  2018)  and the  human-technology  relations  as  alterity (Ihde  1990;  see  also

Verbeek 2013) and  cyborg relations (Verbeek 2007, 2013; Arfini,  Bertolotti  and Magnani

2017).  I  will  provide  an  account  of  human-digital  environments  relation  as  one  of  a

constitutive kind, whereby users are considered as constitutive elements of digital platforms,

while the latter is in itself an environment affording and directing diverse forms of interaction

with information and others. This article would be submitted to either Minds and Machines,

Philosophy and Technology or Techné: Research in Philosophy and Technology.

3.2 Year 2: Mediation and Extension in Practice: Selection and Analysis of

Empirical Studies

The  second  year  aims  to  gather  a  number  of  empirical  studies  regarding  social

cognition on social networking sites, from the fields of media and communication sciences

and applied psychology. Research in this field is both increasingly vast and developing from a

number of different theories, and therefore it is a rather chaotic field. For this reason, it would

be  appropriate,  when  possible,  to  establish  some  criteria,  based  upon  the  framework

established the previous year, in order to select what empirical research is relevant for the

candidate’s research purposes.

The empirical research taken into account will cover three different areas connected to

the research framework. Part of the research that will be taken into account will have as an

object the characteristics of digital platforms such as SNSs highlighted by mediation theory

and active externalism. Taking empirical research into account will be important to prove the

usefulness  of  the  philosophical  framework  previously  developed  to  explain  currently

diversified  research  and  provide  a  generalized  picture  of  the  dynamics  analyzed  by  the

research.
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More importantly, the bulk of the research considered in this year will regard social

cognition  in  digital  environments  and  social  networking  sites.  The  organization  of  the

empirical research at hand within the theoretical framework will provide a unitary structure to

the empirical findings and guide the research project in its last years. One publishable article

will  be  dedicated  to  the  individuation  of  the  most  salient  predictors  of  hostility  and

disinhibition online, such as the lack of embodied cues (Suler 2004; McCall 2013), context

collapse (Marwick and boyd 2011; Vitak 2012; Davis & Jurgenson 2014; Costa 2018) and

cognitive comfort (the ease of use and consumption of information online: see Ward 2013;

Ward et al. 2017). This article may be submitted to Minds and Machines, Techné, Technology

in Society or Science, Technology and Society. 

3.3 Year 3: Social Cognition and Practices on Social Networking Sites

Thanks to the work previously developed, the candidate will elaborate in greater detail

how  digital  environments  mediate  social  cognition.  The  main  principle  guiding  the  link

between the framework and the evidence is the consideration of SNSs use as a form of niche

construction,  where  the  digital  environment  is  manipulated  by users  in  their  personalized

account (as a form of cognitive integration); the characteristics of the digital niche affords

certain standardized expressive behaviors that can consolidate as social practices guiding the

user’s activity (a form of cognitive symbiosis); and, ultimately, both the integration between

user and platform, the embodied and embedded characteristics of the digital environment as

such and the socially shared behaviors that the platform affords partake in social cognition (as

a form of complex technological mediation). In sum, one can say that the platform’s material

characteristics  afford  new  “language  games”  guiding  social  interaction,  and  that  social

cognition  online  must  be  understood  in  light  of  the  complex  interaction  between  the

materiality of the platform and the social practices that the platform co-constitutes.

The ordering of the analyzed empirical studies will support the now fully formulated

and detailed thesis regarding how social cognition takes place in social networking sites. The

argument will be especially instrumental to understand hostile and violent social cognition on

SNSs. This phenomenon will be explained by taking into account the regulative character of

social  cognition  (Zawidzki  2013;  McGeer  2015,  2019,  2020)  and  the  features  of  SNSs

investigated in year 2 through the philosophical framework of year 1.

One publication, built upon the research of the previous years, will be produced. Its

object will be the comparison of how different online platforms enable different modalities of
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social interaction and shared practices. Such a comparison will support a closer understanding

of how specific design features of online platforms influence interaction, and implications for

possible design changes for reducing toxicity in interaction will be drawn.

3.4 Year 4: Summary and thesis

The aim of this year will be to summarize the research of the previous years, draw up

the  conclusions  and  suggest  some  future  research  directions.  Importantly,  after  carefully

considering the various technological and social factors contributing to social cognition on

social networking sites, some ideas for implementational changes in the platform’s design and

policy will be provided at the conclusion of the research. These changes will keep as a general

aim to make engagement on SNSs more civil and virtuous.

4. Philosophical, scientific and social impact of the project

- Connecting  approaches  from  different  traditions,  namely  active  externalism  and

technological mediation, with the aim of mutually enriching them;

- Understanding  some  of  the  epistemically  vicious  consequences  of  the  integration

digital technologies in cognitive and social practices;

- Contributing to the dialogue between philosophical and empirical research in digital

media studies;

- Proposing design changes and implementations for SNSs in order to reduce toxicity

and hostility in online social interaction.

5. Summary for non-specialists

Online incivility and aggression have become a generalized concern in contemporary

society. It seems that social media has made people increasingly polarized and divided, and

that  interaction  online  has  become  increasingly  uncivil  and  aggressive.  Not  only  online

aggression  in  everyday  interaction  is  a  potential  harm  to  people’s  well-being.  Toxic

interaction may have the implication of isolating social media users as citizens, and to hinder

the healthy functioning of a democratic society, where there must be a common ground for

debate and deliberation can be possible.
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While such concerns are justified, there is a tendency, in both academia and especially

at a broader societal  level, to either assume or underexplain the negative impact of social

media on social interaction. Understanding the exact nature of this relation is fundamental in

order to provide effective solutions to socially and epistemically toxic practices such as cyber-

aggression, polarization and the spread of mis- and malinformation.

This  research  project  sets  out  to  explore  the  connection  between  the  social  and

cognitive impact of social media use and the apparent rise in online violence, aggression and

incivility. My aim is to bypass the moral panics surrounding social media use and set out to

explore  how social  media,  understood  both  as  a  technology  and  as  a  locus  of  sociality,

impacts  interaction  in  toxic  ways.  Examining  the  way  social  media  accommodates  and

transforms information processing and drives interaction in value-laden ways is critical  in

order  to  make  online  interaction  and  information  consumption  healthier,  and  to  reduce

violence online.

On  the  one  hand,  I  will  make  use  of  a  variety  of  approaches  in  philosophy  of

technology in order to have a rich framework for a perspicuous understanding of how social

media transforms the way we approach information and others. I will consider approaches

that treat technologies as (potential) means of extension and transformation of our cognitive

capacities (a branch of theories known as active externalism in philosophy of mind); as well

as theories that examine how certain technologies embody some social and moral values and

change  our  perception  of  the  world  and  ourselves  (an  approach  commonly  known  as

postphenomenology). On the other hand, I will compare different online platforms and social

networking sites in order to grasp how the different design choices of the different platforms

influence social interaction and enable (or impede) different kinds of practices and relations

between their users. 

A close analysis of the social and cognitive impact of digital technology through the

lenses  of  active  externalism  and  postphenomenology  can  not  only  account  for  a  deeper

understanding of online toxicity. It can also illustrate which features of these digital platforms

affect cognition and interaction in negative ways. In this way, the research project can lay a

path for possible design implementation that can enhance everyday interaction online.
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