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Abstract
The rise in popularity of digital platforms has affected the way people communicate and access information, the two building blocks of freedom of expression. This thesis explores the ways in which freedom of expression works and shows the value of free speech for individuals and societies. Several arguments illustrate why and how digital platforms affect a number of these functions, among others through data tracking, algorithms and bypassing consent. The affected functions of free speech that are analyzed are autonomy, self-ownership and rights, truth and knowledge, and the republican ideal. Using Robert Nozick’s deontological libertarian framework, this thesis makes an unlikely argument in favor of state intervention in the working of digital platforms, as they violate the moral side constraints and entitlement theory of justice that are central to a Nozickian approach. To analyze how a deontological libertarian framework would function empirically, the 2020 EU and 2021 U.S. proposals for state intervention are analyzed, focusing on non-violation of autonomy. The empirical analysis shows that some things can be considered acceptable, while other parts of the proposals are violations of moral side constraints.
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[bookmark: _Toc79943358]Chapter 1: Introduction
Freedom of expression is one of the key features of Western liberal democracies. The internet has brought us social media and many other digital platforms that offer ways to find and spread information instantly. In many ways, the internet has created a plethora of opportunities for individuals to exercise freedom of expression. In theory, one would assume that to be good news: for internet users, and for democracy. As Shapiro (1999) says: the internet has increased the possibilities for individual actors to produce and access information. In that sense, we would expect the internet to be beneficial for the functioning of free speech. In practice, however, the marriage between the internet, freedom of expression, societies and individual rights does not always seem to be a happy one. Over the past decade, numerous scandals have unfolded. In both the 2012 and 2016 US elections, incidents were recorded in which digital platforms directly affected democratic processes. In 2012, Facebook manipulated user interfaces to alter real-world voting behavior in the name of research (Bond et al. 2012), and in 2016, they sparked controversy when it was revealed that a data leak with information based on users’ profiles was used to improve the 2016 Trump campaign’s online strategy (Confessore 2018). Fake news was named the 2017 Word of the Year by Collins Dictionary, as its usage had gone up by 365% percent since 2016 (Flood 2017). Online hate speech has become so rampant that the United Nations Human Rights Council felt the need to issue a report on hate speech, social media and minorities, recommending that digital platforms implement a “zero-tolerance policy for hate speech, hate crime and racism against minorities” and strictly monitor online speech for hateful content (De Varennes 2021, p. 4). What is the reason that digital media spark such controversies, and more traditional forms of media do not? 
[bookmark: _Toc79943359]The difference between digital platforms and traditional media
But what is it about social media and other digital platforms that sets them apart from more traditional types of media? The most important difference between old and new media, i.e. newspapers, radio, and television on the one hand, and digital platforms and social media on the other, is the use of algorithms and behavioral data. Old media functions as a ‘general interest intermediary’: they offer the same content to large groups of people, who, because of that, stumble across information and news that they would have looked up themselves, and information that they would not choose to look into (Sunstein 2017). In order to decide what information is presented via traditional media, editors pick and choose news stories and fact-check on by hand. Digital media works differently. Anyone can post online, and that content is presented to internet users based on algorithms. These determine what content would appeal to or be relevant to users. It is because of that algorithm that Google knows which search results fit your needs best, that Amazon knows what products you want to buy, and that Spotify knows which songs to recommend. In addition, the internet is free, it is open to (nearly) all, and because of that, it is much easier to find like-minded individuals, with similar interests, lifestyles and political profiles. Internet users choose who they want to ‘follow’ online, visit certain websites, and because of their online behavior, algorithms become much better at determining what the user wants. Over time, their online environment becomes tailor-made for the user. Linking that to Mueller’s (2015) general framework of free speech theory, one could say that digital platforms have made it significantly easier to express yourself and to obtain information, at least in terms of cost, barriers and effort. 
The fact that algorithms sort, filter and prioritize certain information over other information, based on the users’ preferences also has a darker side. The sorting function of algorithms create echo chambers that give users a one-sided and biased depiction. Such one-sided coverage might lead to reinforcement and radicalization of the user’s views or distort their beliefs in other ways. Research (Bond et al. 2012; Margetts et al. 2016) shows that the way in which online platforms are organized - a button here, an extra interaction option there - has serious implications for users’ online and offline behavior. In addition, whereas traditional types of media had standards of accountability, digital platforms do not (Zuboff 2019). That means that online information is not necessarily reliable and that the legitimacy of online information is hard to decipher. This gives large corporations enormous power to manipulate users. All of which has serious implications for freedom of expression.
[bookmark: _Toc79943360]Freedom of expression and digital platforms
The public debate on the relationship between digital platforms and freedom of expression has spurred additional theorizing about the way society ought to deal with online freedom of expression. What new issues have digital platforms laid bare, and can - and should - they be solved by restriction of freedom of expression? The spread of disinformation, the easy accessibility of content that might lead to acts of violence or harm (PoKempner 2019; Sunstein 2017) and hate speech and discrimination (Citron 2019) have offered grounds for free speech theorists to consider whether there is a legitimate ground for restricting online freedom of expression. 
Mueller (2015) argues that focusing on the platforms themselves - the intermediary medium on which certain types of undesirable content are published, rather than the users producing said content, is a mistake. He argues that the only fault of these online ‘intermediaries’ is that they provided a platform that made it easier to locate and identify these behaviors. Mueller is right in his assessment that the debate on freedom of speech and digital platforms focuses too much on content regulation - but not for the right reasons. Most freedom of expression theory boils down to the same general framework. On the one hand, we have a speaker, who has a right to free expression, and on the other hand, there is a listener who has the right to seek out and receive information (Mueller 2015, p. 804). Suppression or restriction of freedom of expression are conceived as interferences with either of these roles. The word ‘interference’ in such a context implies that freedom of speech is a given, something that is unquestionably important. Van Mill (2017) calls this the ‘presupposition in favor of free speech’ that tends to dominate free speech literature. However, such an approach tends to gloss over why it is that freedom of expression is considered to be important. A definite oversight, considering the functions that freedom of expression serves for individuals and society. As such, current literature merely scratches the surface - it fails to make clear in what ways digital platforms affect these functions of freedom of expression. This approach makes the discussion needlessly black and white, pitting advocates of absolute free speech against people who consider disinformation, hate and discrimination (all very relevant to online platforms) worrying, and see them as a direct result of that free speech. I claim that the debate on online freedom of expression requires a clearer perception of the core issues: what is it that freedom of expression does that we consider it to be so important, and how is that functioning affected by digital platforms? Such an approach allows us to bypass the discussion on restrictions that does not seem to be able to come to a conclusion and helps to determine whether intervention by governments is indeed needed, and if so, what would be an approach that best enhances key free speech functions?
The idea of government intervention in matters concerning free speech and corporations does not make everyone leap for joy. Because I want to make a strong case for government intervention, this thesis will address whether state intervention – and what kinds - can be considered legitimate using a perspective grounded in deontological libertarianism: Robert Nozick’s (1974) philosophy of justice, moral side constraints and the state. Under deontological libertarianism, not all arguments and interventions are available to us - which is precisely the reason I opt to use Nozick’s framework, rather than a more critical and state-friendly approach. Justifying state intervention in private property using a libertarian approach functions as a least likely approach. As Gerring and Cojocaru (2016) state: if the goal is to prove a theory or hypothesis, the academic must consider a crucial case: one that is very unlikely to confirm the proven theory. In this thesis, that means that the most important cases for ‘proving’ the need for state intervention - are those of which the conditions point towards a different outcome - such as a theory of libertarianism in which the state’s main function is to protect the individual and their property. Constructing an argument in favor of intervention is much more difficult under these premises than under ‘state-friendly’ approaches. Least likely cases are strong foundations for academic arguments: the more unlikely the case, the more conclusive a theorem is. In order to gain a clearer image of what libertarian-approved state intervention looks like, I analyze two empirical cases: the proposed interventions by the U.S. (The White House 2021) and the European Commission (2020a; 2020b). The research question I intend to answer in this thesis is: 

What functions of freedom of expression are affected by digital platforms, can state intervention in the property rights of these platforms be justified using Nozick’s deontological libertarian theory, and what kinds of intervention could be considered legitimate?
[bookmark: _Toc79943361]Structure of this thesis
This thesis is divided into five chapters: an introduction, three chapters that are each dedicated to a specific subquestion, and a conclusion in which I formulate an answer to the research question and discuss some limitations and recommend further research. The second chapter introduces freedom of expression and its main functions. What is freedom of expression, and why is it considered to be something special, something that has a claim to be protected against other values and/or rights? I argue that is valuable from both an individualist and societal perspective. Free speech is important because it is a function of self-ownership, the notion that individuals own their own bodies and thoughts. It is also an important function of autonomy: being free to express oneself is part of the moral responsibility that autonomous beings have to decide on their own life choices. Restrictions of free speech violate that capacity for choice. Freedom of speech is also beneficial to society as a whole: free speech means freedom of discussion, which plays an important part in the quest for truth and knowledge. With restrictions on free speech, society might block the truth, or a critical question that leads to greater understanding. Freedom of expression is also critical for the functioning of societies under the republican ideal. It allows for unhindered political participation and grants citizens the ability to contest government decisions - all of this in the name of the republican ideal of non-domination. 
The third chapter answers the question: ‘What functions of freedom of expression are threatened by digital platforms?’ In it, I show how digital platforms affect the functions described in chapter two. Data tracking, sorting algorithms and ignoring the need for informed consent are the main detrimental factors to knowledge and truth, republican values, self-ownership and rights, and autonomy. There is no guarantee that information found on these platforms is indeed trustworthy, and often, identifying sources - and with that, the extent to which information is reliable - is very tricky. In addition, the way in which algorithms sort information and restrict what the user encounters limits the ‘range’ of information that a user may come across. Echo chambers and filter bubbles mean that users are less likely to encounter knowledge that challenges them and their perception of truth. This is detrimental to both our quest for knowledge and the adequate functioning of society according to republican ideals. Digital platforms take decision rights away from individuals by encouraging them to agree to terms and conditions without reading them, or by bypassing consent for data tracking altogether. They have the power to do so, because their oligopolies ensure that there is no meaningful alternative to the big platforms. These issues all show to what extent the autonomy of internet users is violated. Their lack of access to reliable information, the way they are easy targets for manipulation, and the way their property rights are abused without consent and without a realistic option to exit means that the extent to which internet users can exercise their freedom of expression as autonomous moral agents is severely limited. The user is restricted in their option to gain information from different perspectives because of algorithmic sorting, their behavior is affected by digital platforms and the coercion of users into transferring rights to platforms all prevent individuals from being able to take responsibility for their own course of action. 
That leads us to the central questions of the fourth chapter: to what extent would Robert Nozick consider state intervention to be justified in this case? This chapter begins with a justification for the use of Nozick. Next, I offer a summary of Nozick’s (1974) deontological libertarianism and the minimal state. I argue that by bypassing informed consent, digital platforms violate their moral side constraints not to harm the rights of individuals, which legitimizes state intervention, even under a deontological libertarian framework. The chapter concludes with a brief evaluation of proposed interventions by the U.S. and European Union (EU). These proposals will be evaluated both along the lines of Nozick’s framework. 
The thesis will be concluded with a fifth chapter in which the central arguments of this paper are shortly summarized in order to answer this thesis’s central question: ‘How do digital platforms threaten freedom of expression and its functions and can state intervention in the private property rights of these platforms be justified in the minimal state?’ In addition, a number of the limitations of this thesis will be discussed, and I will formulate a number of recommendations for further research.       
[bookmark: _Toc79943362]Relevance
The relevance of this thesis is multiple. First of all, it fills a deficiency in current academic theorizing that solely deals with freedom of expression on the internet as a given, merely asking the same questions that free speech theory has been asking for decades - to what extent and in which specific cases (e.g. hate speech or porn) it can be considered legitimate to restrict freedom of expression? Instead, this thesis does something more fundamental. It assesses the functions of freedom of expression - free speech as an expression of self-ownership, its relation to autonomy, its importance to knowledge and republican values - and assesses the specific ways in which these functions are altered by digital platforms. 
Secondly, the aim of this thesis is to offer a waterproof defense of state intervention in digital platforms regarding matters of freedom of expression. Most political theorists that are in favor of government regulation on the internet have social-liberal or leftist tendencies (e.g. Zuboff 2019). On the whole, they tend to be a bit more enthusiastic when it comes to state intervention. I want to make the case for state intervention irrefutable. To do so I argue in favor of state intervention in the operations of digital platforms using Robert Nozick’s (1974) libertarian framework as a least likely case. Considering that Nozick is extremely critical of state intervention in private property, using his theory as a least likely case design to determine what interventions can take place will make the argument made in this thesis stronger than theory that is based on intervention-friendly premises. 
Thirdly, using libertarian arguments to illustrate that state intervention is needed creates a stronger political argument as well. I strongly believe in the kind of science that interacts with society and its (urgent) issues. Digital platforms and freedom of expression - disinformation, filter bubbles and so on - have been causing alarm for a while now. I hope that this thesis will contribute to a political discussion in which the urgency of these problems becomes clear to both sides of the political spectrum, even to people who believe in the smallest government possible. I also hope that this thesis sheds a light on the extent of the problems that digital platforms are causing for freedom of speech - hindering both the moral agency of individuals and the progress of society as a whole are developments much more worrying than the current state of political discussion leads us to believe. 
Let us first turn to the question of what freedom of expression actually is, and why we find it important.  


[bookmark: _Toc79943363]Chapter 2: The Functions of Freedom of Expression
Freedom of expression theory has a long history. Going back as far as Baruch de Spinoza (2007) and John Stuart Mill (2017), free speech has claimed a position of special importance in political theory. Its importance in the literature itself is clear, given the amount of theorizing that has been done on the subject. However, a vast majority of free speech theory concerns itself with the question of whether freedom of expression can legitimately be restricted and why (e.g. Howard 2019; Kendrick 2017; Strossen 2016). Most literature considers freedom of expression to be a special right (Dworkin 1978, p. 271; Kendrick 2017). This chapter will elaborate on some of the most common arguments in favor of the importance of free speech. 
Broadly speaking, the purpose of freedom of expression can be subdivided into two broader categories: individual interests and societal interests (Mackenzie and Meyerson 2021). This chapter will delineate what these functions of expressions are, and why they are important. This first part will focus on the aspects pertaining to individuals, such as autonomy and rights. The second part will argue why freedom of expression is important to society, focusing on truth and knowledge on the one hand, and democracy on the other. 
[bookmark: _Toc79943364]2.1 What is freedom of expression?
In order to make any claims about freedom of expression and the way in which it functions - or is prevented from functioning - we must first spend some time defining the concept itself. Freedom of expression and free speech are often used interchangeably in the literature, as it is here. But free speech constitutes more than the act of verbal ‘speech’ alone. Rather, it is quite a broad class of expressions: it includes “any act that is intended by its agent to communicate to one or more persons some proposition or attitude” (Scanlon 1972, p. 206). Music, demonstrations, publications and symbols all belong to that class, as they are all expressions of some kind. Yet, argues Scanlon, terrorist attacks are a kind of expression too, and very few people would argue that these ought to be protected as a free speech act. So there must be a subset of expressions that are protected, and a set that falls outside of that range. Most free speech theory constructs arguments surrounding the extent to which state restrictions on freedom of expression are permissible. Arguments offered in favor of free speech restrictions generally point to the potential harm (direct, indirect, physical, emotional, and so on) certain speech acts can produce or cause (e.g. Howard 2019). Scanlon (1972) broadly defines two classes: harm that consists of having false beliefs as a result of someone else’s act of speech, and the harmful consequences of acts resulting from speech - for instance, speech that leads someone to believe that causing harm is a good idea. These harms may or may not be prevented by interventions in the right to free speech. 
Although the legitimacy of such restrictions is not the topic at hand here, the reasons for such restrictions tell us something about the nature of freedom of expression: it is not just a matter of the agent that does the expression, the person encountering the expression is just as important for the functioning of free speech. In fact, Kendrick (2017b) says there is a school of free speech theory that places the listener central, rather than the speaker. According to this view, audiences of speech and society generally have claims to speech that is not interfered with. It may directly benefit the audience, and society in general may benefit from the transmission of information that might lead another to improve society, for example. In short: listeners benefit from freedom of expression, be it directly or indirectly. And they can be harmed by certain types of speech or restrictions on them, which might be cause for interference. Alexander (2005) shows this by using censorship on a book written by a deceased author as an illustration of the argument that the listener is more central to freedom of expression than the speaker. Consider an author, who is now dead, who has written a book that is for some reason considered subversive by a government, and therefore banned. Such an act does not violate speech rights of the author - the speaker - as they are dead. The only rights taken into consideration in choosing to ban certain expressions in this sense is the (potential) audience: the listener. After all, the expression, or the restriction thereof, harms the listener, not the speaker: it is their right to information, or to not be harmed, that is central here. 
	As Kendrick (2017b) argues, however, speakers have a stake in freedom of expression too. When it comes to democratic or republican decision-making, for example, listeners have to be able to access reliable information that helps them make up their mind about who or what to vote for. But speakers have the right to participate in political discussion and deliberation, too. Plus, if there were no speakers to produce speech, listeners would also not have access to information. As producers of speech, speakers are just as relevant as listeners. Summarized, that means that I add to Scanlon’s acts of expression the following conceptualization of freedom of expression: “a speaker’s right to express a viewpoint, or (...) a listener’s right to seek out and receive information” (Mueller 2015, p. 804).
     When is freedom of expression violated? Some free speech literature focuses on restrictions of freedom of speech imposed by the state (e.g. Howard 2019; Strossen 2016), specifically on banning hate speech. This seems to be quite a clear-cut example of undermining free speech: the state demarcating a set of expressions that are considered illegal and punishable. Threats to freedom of expression go beyond such cases, however[footnoteRef:1]. As argued in the section on rights, if free speech is conceived of as a right, it is not just the government that has a role in the protecting and/or restricting free speech: it is also a concern of private actors among themselves. The notion of self-government dictates that as we own ourselves, so do we own our speech: it is up to us, not the other, to determine how to use our voices. Restrictions on free speech limit both freedom and autonomy.  [1:  Whether a ban on hate speech actually is a violation of freedom of expression is a matter that will not be discussed in this thesis. ] 

Freedom of expression is often considered to be a right - an “individuated political aim”, in the words of Dworkin (1975, p. 1068). But, as he says: there is a distinction to make between abstract rights and concrete rights. Free speech is an example of an abstract right: they might or might not be considered absolute (which, again, is the point of a lot of free speech literature). In contrast, concrete rights are clearer as to what may or may not be done. In order to discover the impact of an abstract right, it helps to consider the more concrete rights that support the abstract right (ibid., p. 1070). The notion of ‘rights’ has certain connotations, as we will see in the next section, and therefore I doubt whether it is the right term in this context. Nevertheless, I do agree that establishing the underlying principles of a right or some kind of important concept - in this case, freedom of expression - helps clarifying more substantively what it is, how it works, and when and how it might be affected or violated. That is the aim of the rest of this chapter: to discuss the way in which the rights to self-ownership, autonomy, knowledge and republican values support a claim towards the importance of freedom of expression.
[bookmark: _Toc79943365]2.2 The individual
The individual has a central place in liberal and libertarian theory. Liberal democracies are based on an ideal of self-government: the state is only legitimate insofar as its citizens are free to determine the laws under which they live (Przeworski 2010). Based on principles of liberty, autonomy and equality, different theorists have argued for a great variety of legitimate forms of government - from anarchy (Wolff 1990) and the minimal state (Nozick 1974) to the social liberalism of John Rawls (1971). Although the conceptualizations of these different theorists vary, the basic premise that the state ought to respect the individual is more or less uncontested. In order to do so, the state must create certain conditions that allow individuals to make free choices: the liberal notion of freedom from interference (Pettit 2000), famously articulated by J. S. Mill (2017) as the Harm Principle. The Harm Principle dictates that individuals are free to do whatever they choose, as long as they do not inflict harm on others. 
Freedom of expression is an important part of the institutions that make liberty under a state possible. When conceived of as a right, freedom of expression places certain boundaries, or side constraints, on what restrictions a state may legitimately place on the individual. There is, however, also a deeper layer to an individual’s capacity for choice, which is called autonomy, which relates to an individual’s capacity to choose a course of action, and critically reflect and evaluate possible options, outcomes and desires underlying these choices. Here, freedom of expression has two functions: it is something to be protected in the name of autonomy, as a formal requirement, but it is also an instrument to further develop the individual’s capacity to autonomy. It may extend an individual’s range of choices, and train their mental capacities. 
[bookmark: _Toc79943366]2.2.1 Autonomy
Autonomy in and of itself is a difficult concept. It has many shapes and functions, and as such, theorists disagree on what autonomy means for the shape that freedom of expression takes and what restrictions may or may not be posed (see, for example, Mackenzie and Meyerson 2021). Luckily, the purpose of this section is not to settle that discussion. Rather, I will describe a number of ways in which freedom of expression benefits autonomy - and why autonomy is important. 
One of the most well-known accounts of autonomy is Kant’s theory of moral philosophy. It is the basis for his Categorical Imperative. Its precise formulation varies, but for Kant it means that individual actors should not treat others as mere means towards our goals. Instead, they ought to treat others as ends in themselves. Another way of putting it is the following ‘moral law’ Kant prescribes that one ought to “act only in accordance with that maxim through which you can at the same time will that it become a universal law of nature” (Kant 1999, p. 73). In other words: people should not be led by passion and whimsy, but should think about the repercussions of their actions if everyone were to do them all the time. Through that mental exercise they should determine a course of action. This thought exercise functions as a kind of self-imposed law: autonomy, which, uncoincidentally, has its etymological roots in the Greek words for self (autos) and law (nomos). Although Kant’s specific moral interpretation of autonomy is not universal, his theory includes a number of things that define autonomy as a broader concept. Firstly, autonomy requires a process of deliberate and consideration of options - led by rationality, rather than emotion and desire. Secondly, the fact that autonomy is a duty to the self, but also to others (Kant 1999, p. 563): in considering a moral course of action, Kant asks himself the question what the world would be like if everyone were to behave like him, which means that autonomous moral laws are not based upon what would be good for you as an individual - the entire state of the world is taken into account. This duty is especially important, because it is vital to “the worth of humanity in his own person, which he ought not to degrade” (ibid., p. 566). In other words: respecting autonomy is vital to the individual’s dignity as a human and a moral agent (Darwall 2006).
     Autonomy, at its very core, means that individuals are responsible for their own actions; that the individual is self-governing. Although autonomy and liberty are sometimes used interchangeably, they are conceptually distinct from each other. Liberty, or freedom, relates to the capacity to act[footnoteRef:2], while autonomy relates to the independence and authenticity of the motives and desires that compel a person to act (Christman 2020). As Dworkin (1988, p. 18) phrases it: “Liberty, power, control over important aspects of one's life are not the same as autonomy, but are necessary conditions for individuals to develop their own aims and interests and to make their values effective in the living of their lives.” In other words: autonomy requires a certain degree of liberty for the individual to exercise their capacity to autonomy, but they are not the same thing.  [2:  Freedom, of course, is a much more complex concept than that, but it only serves as a comparison to autonomy here, which is why I will refrain from further elaboration.] 

Autonomy as a capacity for choice implies more than acting and being held accountable after the fact: it means that individuals have a moral responsibility to determine the best course of action. In order for decision-making to count as ‘autonomous’ it involves critically reflecting on motives, principles and possible outcomes, and gaining the knowledge required to make these judgements (Wolff 1990). Whereas liberty implies the freedom to not have to do anything, autonomy is usually conceived of as something that requires effort. Rousseau (2002, pp. 167) saw that in the eighteenth century when related to his conception of the republican state: it is only through autonomous reflection that humankind evolves “from a stupid, limited animal into an intelligent being and a man”. Autonomy and moral agency are related to each other in a way that liberty and morality are not. 
Freedom of expression can be seen as something to be protected in the name of autonomy, and as an instrument to help further develop an individual’s autonomous capacities (Mackenzie and Meyerson 2021). Most theorists, apart from libertarians like Nozick (1974), are of the opinion that the state has a part to play in both conceptions of autonomy. This leads to instances with competing autonomy claims, such as whether it can be justified to restrict hate speech: restricting the speaker might lead to more autonomy for its target. Arguments in favor of hate speech restrictions are often made by persons that see autonomy as instrumental to democracy or equality (Baker 2009): hate speech of other types of speech that intends to exclude certain groups contrasts with these principles. Of course, autonomy also requires individuals to be able to gain knowledge in order to come to autonomous judgment. Restrictions of speech automatically affect that capacity too: if certain expressions are forbidden, other individuals are prevented from learning about them and considering their merits. 
In order to be an autonomous agent, a person must have the competency to act in accordance with desires that are, in some way, that person’s own (Christman and Anderson 2005). This means that there are both requirements of competency and authenticity to be fulfilled. Dworkin (1988) developed these two conditions in a model of autonomy. The necessary-but-not-sufficient condition of authenticity is conceptualized by distinguishing between first- and second-order desires. When both are in accordance with each other, an agent fulfills the so-called authenticity conditions of autonomy. The first order relates to our ‘direct’ wants, and the second to our reflections pertaining to that first-order desire. It is that second level that is the heart of autonomy: the ability to reflect on our desires and to maybe choose to act in accordance with our second-order reflections. For example, a smoker would have the first-order desire to light up a cigarette (however irrational this may be), but because of her second-order reflection that it is bad for her, it makes her smell bad, etcetera, she may refrain from doing so. It also helps distinguish between the way in which agents (temporarily) give up their liberty and let another entity choose for them. This may be done in a way that is in accordance with the agents’ second-order reflections: the entity might be an expert in a certain matter or would in another way be better suited to take the reins at the time - and then, handing over that liberty would not necessarily harm the agents’ autonomy. There might also very well be cases in which giving up freedoms might not be in line with the agents’ second-order reflections. In that case, restraints on liberty would be a breach of autonomy. 
	The second condition required for autonomy is whether an agent meets the capacity conditions of autonomy (Dworkin 1988, p. 15). This means that the agent must have the capabilities required to recognize whether they are acting in accordance with their desires. A third party interfering with the agent’s access to information, or manipulating them are all obvious interferences with this condition, according to Dworkin (1988, p. 16). The extent to which outside influences are a violation of individual autonomy depend on the way in which autonomy is conceptualized. For example, Pérez de Calleja (2019) argues that, in addition to the formal rationality conditions that most theory on autonomy focuses on, the concept must be extended to also include emotions and emotional manipulation, as severe emotional triggers affect the individual’s capacity for reason.
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‘Having a right to something’ is a phrase that is used often. It is familiar to us when used in everyday political discourse, and academic discussions on the concept of rights - who has them, what does it mean, what are rights, and what kinds of rights are there - have a long history in the fields of philosophy and political theory. They may be conceptualized as ‘moral side constraints’ by Nozick (1974) and delineate what individuals may not do to others (and vice versa). An example of a thicker conception of rights is formulated by Martha Nussbaum (1997, p. 292): they involve “an especially urgent and morally justified claim that a person has, simply by virtue of being a human adult, and independently of membership in a particular nation, or class, or sex, or ethnic or religious or sexual group” - including a list of the ten ‘capabilities’ that every individual has a right to. A lot of the ground covered by those debates are not especially relevant here: this thesis focuses on the right to free expression, which limits itself to human beings, as they are the only beings (that we are aware of) with a relevant capacity for language. Freedom of speech as an absolute right is contested. However, treating the debate on the extent to which freedom of expression should be absolute will undoubtedly cause me to stray off into free speech debates that are interesting, but not especially important for answering the main research question of this thesis. Therefore, this section mainly deals with justifications for the most ‘absolute’ conception of freedom of expression.
	Freedom of expression is considered to be a ‘special right’ in most literature on the subject (Dworkin 1978, p. 271; Kendrick 2017a). Dworkin (2009) argues that free speech is not important merely because it is instrumental to another goal. Rather, he argues, it is intrinsically valuable, as it directly relates to human dignity: “it is illegitimate for governments to impose a collective or official decision on dissenting individuals, using the coercive powers of the state, unless that decision has been taken in a manner that respects each individual’s status as a free and equal member of the community” (p. vii). The right to free expression equals the right of the individual to contribute to a community’s moral, cultural and political environment - and with that, the decisions that are made in that society. That right, to Dworkin’s mind, trumps the right to not be offended or insulted by hate speech. If ‘bigots’ are expected to accept a majority ruling in acceptance of the rights of minorities - something they presumably find culturally offensive - they should have the right to speak their minds and contribute to discourse in society as well. The basic point of democracy, or rule by the people, is that all people and their opinions count equally. Because of this, Dworkin argues, freedom of expression must count as a basic right - in absolute terms. If not, the limits to freedom of expression might be determined by what those in power deem acceptable.
Using the word ‘right’ might mean different things in different situations. Hohfeld (1913) makes a distinction between different elements or types of rights: privileges[footnoteRef:3], powers[footnoteRef:4], immunities[footnoteRef:5], and claims. These elements make up a right in and of themselves, but they can also be combined to make up a right. Liberty, in the liberal tradition (also known as privilege in Hohfeld’s terminology), is rooted in discussion on limitations of the power of government in order to protect the individual (Mill 2017). Political liberty consists of certain individual rights (claim rights, privileges and immunities) in order to prevent the state from becoming tyrannical (Riley 2015). In addition to constraining the state in such a way that it does not violate rights of individuals, the state functions as a sort of back-up institute to ensure that citizens respect each other’s rights, through enforcement, or at least acts as an arbiter between private parties of whom one claims their rights have been violated (Mill 2017; Nozick 1974; Vallentyne 2007). It is able to do so because of the state’s monopoly on the use of force. Freedom of speech is a claim-right (Kendrick 2017b). A claim-right means that person A has a claim to X which means that person B owes a duty to A to X. Free speech as a claim-right signifies that a person has the right to express themselves, and others (private actors and the state) have a duty to respect that.   [3:  If person A has the privilege to X, they do not have the duty to not do X (Hohfeld 1913). This type of right is also sometimes called a liberty. ]  [4:  Having a power according to Hohfeld (1913) means having the power to change another’s rights (in the four Hohfeldian senses). For example: the state has power in that it can make laws that affect the privileges of its citizens. Property rights are also a type of power: the owner of an object has the power to transfer the good, or lend it to someone, which changes the rights that person has over that object. It must be noted that Hohfeld is a legal scholar, which makes his conceptualization of power far more restricted than Lukes (2005), for example. ]  [5:  Immunities are basically the antithesis to powers: where power means the ability of person A to change person B’s rights, immunities mean the lack of ability to do so. ] 

The rights-based conception of freedom of expression has its basis in respect for the individual. Rights have a basis in the state of nature tradition. This makes them pre-political and pre-social: the state of nature knows no state and precedes any kind of social order. Because of this, a right is primarily something that belongs to the individual and may not be violated by others: neither by individuals nor by the state. Rights may be pre-political, but they are also used as a justification for the state (Nozick 1974): in order for humankind to transcend the anarchic state of nature, ownership and rights are required. If not, there would be no incentive to start developing agricultural projects, or to not harm someone who controls more resources than another. Rights, to deontological libertarians, are based upon the notion that “agents initially fully own themselves” (Vallentyne 2007, p. 190). In other words: the individual him- or herself is the basis for any type of rights claim. The concept of ‘property’ includes some fundamental rights that only you have towards your specific property, like “(...) the right to the capital accrued from a good (cf. ‘ecosystem services’); the rights to destroy, transfer or consume; and the right (veto power) to exclude others from the enjoyment of the good owned” (Wissenburg 2018, p. 67). To have self-ownership means that you have all the rights over yourself that you would also have over an object. In short: you are the legal owner of your body, skills and ideas (Widerquist 2009) – of your thoughts and expressions of your opinions. Other people cannot interfere with that right - and neither can the state. In fact, Baker (2009) argues: for a state to be legitimate, it has to respect citizen’s rights. 
[bookmark: _Toc79943368]2.3 Society
In addition to arguments for free speech based on (respect for) the individual, freedom of expression is also relevant for the community as a whole. Liberalism - with its focus on the individual - relies on the notion of freedom as non-interference. The previous section illustrated individuated functions of free speech; this section looks at its contributions to society. Therefore, this section approaches freedom of expression based on a somewhat thicker conception of the state: republicanism. Arguments from a republican perspective range from ‘thin’ conceptions of republicanism with a focus on institutions to a thicker, more classical republicanism that focuses on civic virtues and skills. However, freedom of expression is considered to be a pillar of all of these kinds of republicanism (Honohan & Jennings 2006). The extent to which citizens are free to discuss and criticize politics - in other words, deliberate - is essential in a republican state. In addition to being beneficial to the quality of government, the exercise of political skills like deliberation hones individual political virtue. As republicanism is heavily inspired by Aristotle’s (1998) conception of man as a political animal, this is considered essential for a virtuous life. Freedom of expression is related to equality in communities too, in the sense that those in power cannot censure those with critical voices. In addition, freedom of expression is thought to be central to human development as it encourages the process of finding knowledge (Mill 2017).
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Republicanism, a political tradition with many guises, places a strong emphasis on freedom of expression as a condition for a stable polis. Constitutional republicanism focuses on institutions and (among other things) the value of free and open debate (Wissenburg 2019), while more classical forms of republicanism value civic skills and virtues - which are strengthened by debate, among other things. Whereas liberalism focuses on a more negative conception of freedom as non-interference, republicanism embodies notions like self-rule and non-domination (Honohan & Jennings 2006). I choose a republican approach here, rather than a liberal democratic one, because republicanism focuses more on the necessity of every citizen to participate, whereas liberalism tends to focus on legal equality, rather than equality of participation. Freedom of non-interference means the absence of (quasi-)intentional restrictions on one’s choice range by other people. It does not imply that one has complete liberty to do what one wants to: one may be restrained by natural obstacles, lack of wealth, illness, and any number of other natural factors - as long as these are not caused by other people, they do not violate the principle of non-interference (Pettit 1997, p. 83). And, in return, you may not restrain others. Freedom as non-domination, on the other hand, protects the individual against interference on an arbitrary basis. Not only of the act of arbitrary inference itself, but also “exemption from a capacity on the part of others for arbitrary interference” (Pettit 1997, p. 84). By doing so, it reduces uncertainty, which means that rather than people having to plan for the unexpected, they actually get to plan their lives. It also takes into account power inequalities: if actor A is much more powerful than actor B, both become aware of the fact that actor A has much more power to arbitrarily interfere with actor B’s life, which will alter their relationship, making party B subordinate (ibid., p. 88). Freedom as non-domination reduces that uncertainty and therefore, power imbalances. The importance of democratic participation is considered to be an important part of republicanism (ibid., p. 27), as a means of securing non-domination. 
Pettit (1997, p. 186-187) formulates three preconditions of republicanism. The first is deliberative, debate-based decision-making, in which citizens recognize that they have different preferences, but also several things in common, and attempt to collectively decide on an outcome that all can live with. Secondly, such decisions ought to be able to be contested by the public. These contestations may be based on a misrepresentation or lack of representation of (certain) interest groups, or the premises of the decision might be unsound in some way or another. Thirdly, there should be institutions that facilitate the voicing of objections to decisions made in the republic. Those institutions should be part of government and parliamentary representation, for example, but also by ensuring that a media system exists that is separate from both commercial interests and the state (ibid., p. 167). An important value underlying these three conditions is the notion of equality: everyone’s relevant interests and ideas ought to be heard and equally taken into consideration. 
Freedom of expression plays a large party in republicanism. In a republic, people should have liberty of judgment (Spinoza 2007), of which freedom of thought and expression are natural outlets. Everyone is equally allowed to voice their opinions and pass judgment on the government, which is crucial in shaping public opinion and affects the way political institutions and officials function (Baker 2006). During election season, public opinion and discourse shape and alter voting behavior, which determines who is in power. And during ‘normal’ political seasons, public opinion can affect elite decision-making, whether that is through protest or simply because elected officials want to be on the most popular side of an issue. If speech can be restrained by the state or the powerful, how can citizens freely discuss and pass judgment on them? After all, free elections are not truly free if communication surrounding these elections are kept in check by the government (Grimm 2009). In addition, freedom of expression is a way to practice civic capabilities that are instrumental in keeping the government in check and ensuring non-domination. Deliberative theorists consider deliberation to be a good way to exercise civic skills (Habermas 1998). Mill too views freedom of expression as instrumental in honing mental skills (in: Riley 2015) and ensuring that the public is able to make good choices. In addition, freedom of expression relates to knowledge and equality, which both contribute to a well-functioning republic.
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Mill (2017) argues that the functioning of freedom of expression is a major instrument in achieving social progress. If ideas and opinions are censored, we risk accidentally blocking paths towards a better understanding of truth because arguments and ideas that might lead society there cannot be expressed. No one can be certain in discussions that their idea is indeed one hundred percent true (Riley 2015, p. 76) - therefore, they should not decide for others that this is so, restricting the extent to which people may hear the other side of an argument. “Complete liberty of contradicting and disproving our opinion, is the very condition which justifies us in assuming its truth for purposes of action; and on no other terms can a being with human faculties have any rational assurance of being right (Mill 2017, p. 22)”. Freedom of expression does not only allow people to express their opinion; in the search for a more complete understanding of the world and of ourselves, statements of fact and opinions need to be challenged. That is why freedom of expression is so important in social progress. This idea has been incredibly influential: for example, it serves as a foundation for Karl Popper’s falsification theory (Popper 2013). No individual will ever be able to observe all possible instances of a phenomenon happening and therefore unable to make any definitive claims towards truth. Mill argued that individuals and the government should not attempt such claims - Popper adds the entire discipline of science to that list. 
	Another way in which freedom of expression and knowledge are intrinsically linked relates to the allocation of knowledge. No individual has the capacity to hold on their mind all collective knowledge, experiences, perspectives etcetera. Hayek (1945) tackled the question of how society effectively and efficiently makes use of all these different kinds of knowledge - especially unscientific, ‘unorganized’ knowledge - despite that problem. As an economist, he argues that the market function of free speech makes sure that knowledge is allocated efficiently. He calls this the ‘marketplace of ideas’. The basic argument is one of supply and demand: if people are aware of the fact that a certain kind of knowledge becomes more popular, that must imply something about its value. In that case, more people focus on obtaining information that is scarce, solving certain knowledge gaps, or that is in demand, proving the quality of certain kinds of information. Freedom of expression, as a type of free market mechanism, ensures an allocation of knowledge that relates to people’s needs. 
The comparison between freedom of expression and markets has generated quite some criticism. Ingber (1984) accuses Hayek (1945) of ignoring inequalities in the marketplace of ideas. This is an important critique when it comes to the proliferation of ideas and knowledge in itself, but also when considering the fact that the same freedom of expression is often seen as a way to promote equality in government ‘by the people’. Ingber is critical of the opportunities some - especially non-elites - have in accessing the marketplace of ideas, especially regarding offering new ideas or knowledge on the marketplace of ideas. Because some people have more power and social capital, their ideas may be valued not on the merit of the ideas themselves, but rather on account of who they are. In addition, it is much easier for these people to find and walk the paths necessary to make themselves heard. 
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In addition to accidentally censoring claims that are true, another risk of restricting freedom of expression and opinion is that it might block expressing opinions that, although false, might inspire new lines of reasoning. In fact, Mill says that: “On any of the great open questions... if either of the two opinions has a better claim than the other, not merely to be tolerated, but to be encouraged and countenanced, it is the one which happens at the particular time and place to be in a minority. That is the opinion which, for the time being, represents the neglected interests, the side of human well-being which is in danger of obtaining less than its share (2017, p. 53)” As Gordon (1997) points out: here, Mill goes beyond a passive toleration of untrue ideas - in fact, in defense against tyranny of the majority, society ought to encourage the voicing of such opinions, as they represent a (potentially oppressed) minority stance. 
Gordon’s (1997) analysis of Mill is based on one of the potential flaws that Mill recognizes in self-government, the ‘tyranny of the majority’, when a majority of the people oppresses a minority. That, according to Mill, is not consistent with principles of self-government. Tyranny by the majority might happen through formal law and institutions - what one might call ‘the government’ or ‘the state’, but, according to Mill, one of the most powerful ways for a majority to oppress their peers is by social practices in which people coerce their fellow citizens into conformity of opinion and behavior. This type of social oppression is problematic for two reasons. First of all, this goes against the Harm Principle, which is the standard against which Mill judges individual and state behavior. The Harm Principle states that the only power that might be rightfully exercised over an individual is in order to prevent harm to others. Social oppression is a kind of exercise of power, and therefore morally wrong. Secondly, Mill views the marketplace of ideas as the way toward social progress. Social oppression stifles ideas and opposition. It prevents the status quo from being challenged and makes society complacent. Without that challenge, and perspectives that challenge current ways of thinking, progress comes to a halt. Therefore, social oppression ought to be prevented, Mill argues. 
Gordon’s reading of Mill is not unanimously supported, however. Whereas Gordon’s point is that free speech should be protected in favor of the opinions of minorities, Riley (2015) argues that the argument against social oppression implies a very extensive protection of free expression (‘almost’ all), and an absolute right to freedom of thought (p. 75). Mill insists that: “there ought to exist the fullest liberty of professing and discussing, as a matter of ethical conviction, any doctrine, however immoral it may be considered” (Mill 2017, p. 18). Exceptions are cases in which expressions are a plausible and nonconsensual cause of harm to others, and criminal acts that fall outside the range of ‘discussion’ (Riley 2015, pp. 93-94). Such exceptions are uncommon however; most speech must be treated as ‘self-regarding’, which means that speech would never be a direct cause of harm. Mill considers silencing opinions or commenting on the supposed immorality of certain opinions to be morally wrong, as it robs people of “the clearer perception and livelier impression of truth”.
Freedom of expression is a type of protection of the individual against the state and of individuals against other individuals. But sometimes, freedom of expression can be used to oppress others, in the case of incendiary hate speech, for example, there is also a case to be made for protecting individuals against one another (Howard 2019). When used as an instrument to incite violence, hatred, or oppressive cultural norms, freedom of expression can be argued to be at odds with equality. Some argue that pornography, for example, contributes to a cultural norm that subjugates women, and speech that offends religion, or discriminates, can create an atmosphere that is hostile to certain ethnic or religious minorities (Dworkin 2009). 
This chapter has clarified what is meant by freedom of expression, and why many people consider it to be such an important right. It is an expression of the self-ownership of individuals, and it is one of the things that helps them make autonomous choices. In addition, free speech is important in realizing non-domination, as it protects citizens from arbitrary interference by the state, because it allows for criticism on the state. Free speech ensures freedom of discussion, which benefit both the republican ideal and the quest for knowledge. Lastly, free speech protects against social oppression of minority opinions. Let us now consider digital platforms. What are they, how do they work, and most importantly: how do they affect these functions of free speech?
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Chapter 3: Freedom of expression and digital platforms
When considering the function of freedom of speech in society as a whole, the government as a legislative body is central to ensuring that a system of freedom of expression works correctly, as Alexander (2005) argues. All laws have so-called ‘message effects’: they affect “what gets said, why whom, to whom, and with what effect” (ibid, p. 17). Therefore, freedom of expression is affected by all kinds of legislation: from party financing regulation to rules related to press freedom and media pluralism - and, importantly, digital platform rules and regulations. Government intervention - or, specifically, proposals on intervention - in the workings of digital platforms will be analyzed in the next chapter. This chapter considers the way in which the current framework allows digital platforms to affect the functions of freedom of speech. In doing so, it builds on the previous chapter and the functions delineated there: autonomy, rights and self-ownership, republicanism, equality, and knowledge. The central question of this chapter is: What functions of freedom of expression are affected by digital platforms?
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In order to make sense of the ways in which digital platforms affect the functions of freedom of expression, it helps to clearly define what exactly is meant by the term. First of all, digital platforms are hosted on the world wide web. But not just any web page falls under the definition of digital platform. Digital platforms are a kind of intermediary that bring together producers of information and their audiences - who may or may not be the same actors. Digital platforms can perform a multitude of functions, hosting, circulating and organizing content (written information, audio, video, commercial products etcetera) that is not created by the platform itself, but rather supplied by others or created by its community of users (Gillespie 2018). An important part of the logic of digital platforms is convergence (Burgess 2017): the tendency of different types of technological, commercial, social, public and cultural functions and forms to come together to create new products and media systems, which is an important feature of its profit model. The definition of digital platforms extend beyond ‘only’ social media like Facebook, Twitter and WhatsApp. It also includes search engines and -tools like Google and Yahoo, media platforms like Spotify and YouTube, and even commerce-platforms like Amazon.
To make such systems possible, digital platforms rely on data structures. Data can be seen as a ‘by-product’ of content, or, as Zuboff (2019) calls it: the second text, in which a post, or a ‘like, or a search query is the first text, the content itself - and metadata all information linked or extracted to that content the second. In its very basic form, metadata is the raw information subtracted from the original content: it contains information about what the content is. Both first and second text are collected by digital platforms, and together they are called personal data. Digital platforms collect and use data for multiple reasons: for improving their product, enhancing customer experience, and to make profits. Schroeder (2018, p. 127) formulates three characteristics of data. The first is that data is the smallest useful unit of analysis. Secondly, data exists separate of interpretation - they can be assessed, evaluation and so on, but as Gregg and Nafus (2017) say: data is only given meaning through association, even though they are collected in order to produce some kind of knowledge that lead to “actionable insights” (ibid, p. 57). Thirdly, data always ‘belongs’ to object of interest - the internet user, for example - in the ontological sense. Individuals themselves may choose to collect some kinds of data about themselves by means of these platforms (using Google Fit to track the number of steps a person walks per day, for example), but it does not always happen by choice. 
Data tracking is a way of collecting data that does not always require an explicit choice by the consumer (Peacock 2014). For example, posting something on Facebook lets Facebook capture all kinds of information about you, based on user profile, friends, previous posts, and so on. The more data, the easier it becomes to produce ‘actionable insights’ – to improve user experience and the architecture of the platform, to sell them to third parties that can use the data to gain knowledge. The data can also be used to predict a user’s traits and personality (Kosinski et al. 2013) or uncover users’ subconscious desires (Zuboff 2019). This is the basis of the revenue model of digital platforms (Kalantzis-Cope 2018; Zuboff 2019). In order to make money – off of advertising or selling data to third parties – a platform needs data, and in order to collect data, a platform needs users that interact with the platform, and with other users of the platform. That is the first way in which digital platforms differ from more traditional conveyors of information like television, radio and newspapers. These traditional forms of media do not depend on information about their users in the same sense. Traditional media is financed by sales, subsidies and/or advertising costs. To give a sense of the amount of data tracked and stored by digital platforms, Curran (2018) assessed how much data Facebook and Google had collected about him, a fairly typical internet user. Google and Facebook offer the option to download all personal data they have on you. For Google this amounted to 5.5 gigabytes of personal data, which is equivalent to over three million Word documents. Facebook’s overview was 600 megabytes, which amounts to roughly 400,000 documents. It included the following: 

· All GPS activity since the first day of using Google on a mobile phone - in other words, a complete overview of everywhere he had been since;
· His entire search & YouTube history;  
· An advertisement profile, including, among others, age, gender, hobbies, career, interest, income and relationship status;
· An overview of apps used, including information of how often they are used, where they are used, and which people he interacted with; 
· All files every sent via Facebook;
· All phone contacts;
· Information deleted from Google Drive; 
· All photos taken by his phone;
· Every email sent;

That is one individual’s personal data. The amount of data collected may vary per person, of course, but this example of one user gives an idea of the amount of personal data collected per individual. It is not hard to imagine the purposes to which this amount of information can be used when multiplied by the amount of users Google and Facebook have, respectively.
For the user, the content provided and circulated by these digital platforms is their most important feature: the easy access to information and the option to create content and spread your own thoughts, opinions and creations with others. Digital platforms differ from traditional media in this respect too. Media traditionally have an intermediary function: they are the middle man between speaker and listener. That means that they can amplify certain messages, the people working in media can decide what should be given a podium - and what should not. So, first and foremost, media have an agenda-setting role. They determine for a large extent what the public talks about, and, because of that, also determine what politicians and other powerful actors discuss. With the shift from traditional forms of media - like television, radio and newspapers - to digital media, that function has changed. Traditional news- and information outlets function as a so-called ‘general-interest intermediary’ (Sunstein 2017): editors pick and choose news stories and fact-check on by hand, and journalists have to hold themselves to standards of accountability (Zuboff 2019). The audience of these media - or, in free speech terms, ‘listeners’ - are able to rely (at least to some extent) on the reliability of that information. And, importantly: listeners are confronted with information and opinions that they would not have necessarily chosen themselves. World views that challenge their perspective. In contrast, digital platforms rely on algorithms to show users information that is likely to be relevant to them, or appeal to them. It is because of that algorithm that search platforms know what information fits your user profile, and that social media recommend users to follow who have similar interests and world views. In addition, the internet is free, it is open to (nearly) all, and because of that, it is much easier to find like-minded individuals, with similar interests, lifestyles and political profiles. Internet users choose who they want to ‘follow’ online, visit certain websites, and because of their online behavior, algorithms become much cleverer at determining what the user wants. Over time, their online environment becomes tailor-made for the user. 
In addition, there is a much lower barrier to speech on digital platforms. Users are granted the possibility to create posts that transcend borders instantly and have the possibility to go viral, reaching millions of internet users instantly. Digital platforms have increased the ability of speakers to reach audiences, and place virtually no restrictions on access: anyone may join and can choose to do so anonymously. This makes public discourse much more unconstrained than when public debate is channeled through traditional media, where anonymity is discouraged (to say the least), and editors make choices with regards to what is and is not newsworthy or up to certain standards of conduct (or truthfulness). Because of the fact that digital platforms are by their nature made to connect people, most of them have Codes of Conduct or community guidelines that set certain standards for users to adhere to. Such standards usually include rules against promoting violence, terrorism, abuse, hateful conduct and suicide and prohibits sharing media that is overly graphic in terms of violence or nudity (Facebook n.d.; Twitter n.d.). They also prohibit non-consensual sharing of private information and have a number of rules concerning authenticity – against impersonation, manipulating elections and so on. In other words: digital platforms place certain restrictions on the kinds of expression permitted on their platforms. 
Notably, in the beginning of 2021, enforcement of the aforementioned Code of Conduct led to the permanent suspension of the 45th President of the United States, Donald J. Trump, for inciting violence with regards to the outcome of the 2020 election, which he lost (Twitter 2021). The decision was met with controversy (Sharp 2021), with on the one hand people declaring that social media are private companies who have the right to set their own rules and terms, and on the other, people declaring it a violation of the right to free speech on a platform that could be considered ‘public’: the potential audience has a right to the statements of such public figures. Despite these rules of conduct, however, digital platforms face backlash for not enforcing these rules consistently and correctly. In a report on online misogyny, Amnesty International (2018) attacks Twitter for violating human rights and not enforcing their own codes of conduct. In addition, even though digital platforms have rules and commitments towards stopping the spread of fake news and disinformation, the European Commission (2019) has reprimanded online platforms Facebook, Google and Twitter to “step up their efforts” in their commitment to limiting the spread of fake news.
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When it comes to truth and knowledge in society - and its relation to freedom of expression - there is a distinction to be made between scientific knowledge and public knowledge. The basis of the claim for both types of knowledge is similar: freedom of expression ensures the airing of different viewpoints out of which it is possible to come closer to the truth in the end, through criticism, experience or other methods (e.g. Popper 2013). It is necessary to distinguish public and scientific knowledge because of the critiques on this central claim, which I argue function differently for scientific knowledge than for public knowledge.
	As Mill says, “wrong opinions and practices gradually yield to fact and argument: but facts and arguments, to produce any effect on the mind, must be brought before it” (2017, p. 22). When considering contemporary science, we see exactly this in action: academics critiquing their peers’ weaker arguments and methodological choices, replication of empirical research, compulsory peer reviews, and most of all: scientists building on the knowledge produced by researchers that came before them. Without freedom of thought and discussion, humankind would not be where we are now. If every academic were treated like Socrates or Galileo, odds are that 2021 would have looked very differently. Academic freedom, scientific standards and free discussion among peers are mechanisms through which scientific knowledge progresses. Here, the marketplace of ideas works - as it is regulated. The world outside of academia is not, however, and therefore, the relation between knowledge building and freedom of expression works quite differently. 
	But the way in which contemporary science deals with knowledge is very much institutionalized: public knowledge works very differently, and digital platforms have an effect on the way in which freedom of expression functions to improve knowledge and understanding for the general public. Before the internet, knowledge was transmitted to the public by so-called ‘general-interest intermediaries’ (Sunstein 2017): newspapers, television, radio and books. These intermediaries have an editorial function - specialized staff chooses what to include in these media, there are standards of accountability to (Zuboff 2019), and when turning on the TV set, or flicking through a newspaper, the audience is faced with information that they would choose - and information that they would not necessarily seek out themselves. 
	Over the course of the 21st century, however, the internet - and its vast stores of information - has grown in importance as a source of knowledge. Whereas in the ‘old days’, people had to buy books, visit a library or a college to learn something about a specific topic, all that information and more is now also stored online as easily accessible online content, both because those same providers of knowledge have taken to the internet, and because of collective knowledge-creating platforms like Wikipedia. Once someone has access to a computer or mobile phone connected to the internet, barriers to knowledge have become much lower. As such, the internet is playing an increasingly larger role as a news source, for example, whereas the importance of ‘traditional’ general-intermediary news sources is declining (Geiger 2019). In addition to the internet as a low-barrier for familiar information, it is also the source of additional knowledge. Data tracking is the source of a great deal of knowledge on human behavior (e.g. Bond et al. 2012; Kosinski et al. 2013), increasing the possibilities for scientific progress. But, aside from being a source of knowledge, how do digital platforms affect the knowledge-function of freedom of expression for users? 
Free speech relies on a speaker and a listener: under conditions of absolute free speech, the former has complete freedom to express their opinion, whilst the listener has the right to seek out and receive information (Mueller 2015). Digital platforms use sorting algorithms to decide which content would best fit a user’s needs and interests. Whether you are doing a Google search, checking your Facebook news feed or shopping for clothes: your browser tracks your online behavior and collects information about you as you browse the internet. Most people are aware of the fact that that information is used to tailor ads to your preferences, for example. But that is not all for which algorithms are used. Digital platforms like social media and search engines use user data to sort and filter what information is presented to every specific user, tailored to their predicted needs, wants and other personal characteristics. Digital platforms pose a problem for the way freedom of expression contributes to knowledge in broadly three ways. Firstly, they ‘marketplace of ideas’ is easily rigged on digital platforms; secondly, they hinder users in their ability to track and verify knowledge; thirdly, because of algorithmic sorting and filtering, users are prevented from seeking out and receiving various kinds of knowledge; and fourth, these algorithms prevent users from exchanging arguments and viewpoints with varying kinds of people - thus hindering the dialectical mechanism that Mill (2017) argues leads to progress. 
Firstly, let us start with a (potentially) positive note. Because of the internet, people have much more power to hold journalists and traditional media accountable than they did before. To those that conceive of information as a market product, that might be a good thing. It is the informational equivalent of increased consumer power, which allows the market mechanism to function better. Because the news consumer has broad access to all kinds of information, and is able to easily publish their opinion, flaws in journalistic output and other types of disinformation are much more easily spotted. That is good news, in principle. 	However, the ‘marketplace of ideas’-concept is not necessarily uncontested, and the logic of digital platforms helps us understand why that is. Algorithms - conform to the logic of markets - rank information based on popularity, not quality (Menczer and Hills 2020). That has several implications. First of all - quantity does not necessarily imply quality, or truthiness, of online content. That is reinforced by the fact that interactions boost popularity - regardless of the tone of voice of those interactions. For example: when a post containing conspiracy theories starts to circulate on social media, and a lot of people interact with it out - out of support, derision, or hilarity, it gains traction. Because the algorithm sees that it is popular, it will boost the post to more people and more and more people will see it. Quantity over quality. In addition, the market mechanism relies on the rationality of real people - but a lot of platforms, especially social platforms like Twitter and Instagram, are easily manipulated by bots. Bots are automated accounts - in other words, automatically operated by a script, rather than an actual person. They can be used to spread disinformation, to boost the popularity of certain users - in other words, they manipulate the market. Anyone with some knowledge of coding can build a bot-program, but they are also employed by certain nations, in a more organized effort to sow chaos and spread disinformation (Rosenberg et al. 2020). Outright manipulation aside, however, digital platforms raise more barriers towards checking the reliability or truthfulness of online information.
	In his 1981 book Philosophical Explanations, Nozick sets out a theory of knowledge, in which he connects the truth and the way a person relates to it. “A person knows that p when he not only does truly believe it, but also would truly believe it and wouldn’t falsely believe it. He not only actually has a true belief, he subjunctively has one. It is true that p and he believes it: if it weren’t true he wouldn’t believe it, and if it were true he would believe it. To know that p is to be someone S who would believe it if it were true, and who wouldn’t believe it if it were false” (Nozick 1981, p. 178). To have knowledge, then, is to have a (true) belief that is connected to the world. Nozick calls that ‘tracking’. Tracking is the method (M) that a person uses to determine the veracity of condition p. If a person S is not able to verify knowledge themselves[footnoteRef:6], they can infer certain knowledge or base themselves on knowledge transmissions of others - be it verbally, via texts, et cetera. Nozick recognizes that knowledge tracking methods usually applied by individuals are not necessarily reliable (if they are used at all); people may come to believe falsehoods, which may be transmitted to others (ibid., p. 187).  [6:  Philosophers of science like Popper (2013) would have sincere issues with statements regarding verification, perhaps rightfully so. However, the point here relates to methods of acquiring knowledge via free expression, not to any claims concerning the nature of knowledge itself. ] 

For something to be classified as knowledge, rather than a belief, a number of conditions must be met (Nozick 1981, pp. 172-176): 

1) p is true;
2) S believes that p; 
3) If p is false, S does not believe p;
4) If p is true, S believes p.

Condition number three, “If p were false, S wouldn’t believe that p” (p. 198) is especially relevant when considering knowledge, freedom of expression and digital platforms, considering the spread of fake news and disinformation online. After all, there are plenty of instances in which p could be true, yet S would still be convinced of its falseness. This is where digital platforms encounter their first issue with regards to the knowledge function of freedom of speech. Because of the open structure of the internet and social media, pretty much everyone can publish any claim they want - without having to substantiate these claims or offering sources to guarantee their legitimacy. Furthermore, people may do so anonymously, further hindering investigations into the reliability of information. This lack of reliability of online sources - or at the very least, the inability to verify, creates great difficulties for the ability of people to track knowledge. These barriers to truth hinder the ‘listener’ in our conception of freedom of expression. If indeed encouraging knowledge is a function of freedom of expression, as I have argued in chapter 2, at the very least users ought to be able to check the validity of certain claims. 
	Of course, tracking knowledge might not be the first thing on every internet user’s mind. After all, algorithms ensure that users encounter content that fits their needs and desires. As Mill (2017) argues, one of the great evils of suppressing free speech would be destroying the possibility for exchanging conflicting arguments and viewpoints: “The peculiar evil of silencing the expression of an opinion is, that it is robbing the human race; posterity as well as the existing generation; those who dissent from the opinion, still more than those who hold it. If the opinion is right, they are deprived of the opportunity of exchanging error for truth: if wrong, they lose, what is almost as great a benefit, the clearer perception and livelier impression of truth, produced by its collision with error (p. 17)”. Because of the sorting and filtering algorithms on digital platforms, the information users encounter becomes much more homogenous. Digital platforms and users have increasing control over what information they encounter (Sunstein 2017, p. 6). A considerable share of social media users gets their news off of social media (for the 2020 numbers in the U.S., see Shearer and Mitchell 2020). This means that one of the key functions of freedom of expression as formulated by Mill is in danger. People are denied a chance to argue with different points of view, with that, deprived of the opportunity to improve their - and society’s - knowledge. That most people do not consider homogeneous internet experiences problematic is not altogether strange: psychological research shows that people dislike hearing, reading, and knowing about things that conflict with their convictions: it is uncomfortable to have to reassess your beliefs (Clore 2011). At the same time, the negative emotions associated with being confronted with your own illogic improves the coherence of your argument. Not everyone (e.g. Ingber 1984) is convinced of the extent to which encountering varying perspectives contributes to the search for truth or informed decision-making for precisely that reason. But empirical research by Schkade et al. (2007) shows that discussion within ideologically similar groups only serves to increase homogeneity and decreases diversity of viewpoints. Although the members of these groups probably would argue that such a group discussion might lead them closer to truth, Mill’s premise is violated: the full range of possible truths has not been explored. Although Schkade, Sunstein and Hastie (2007) explored the effect of ideological homogeneity in a real-life setting, it is fair to assume that the same mechanism holds on the internet, especially when considering that algorithms do not only impact.
	In addition to presenting biased information to the user based on their own preferences, the opacity of the algorithms used by digital platforms allows them great freedom - and power - over what users get to see. An example of the ways in which these algorithms may be used to promote the specific world view of the technicians behind these platforms is a 2018 controversy in which Google employees discussed tweaking the algorithm in favor of presenting information against the contentious travel ban imposed by President Trump (McKinnon and MacMillan 2018). Despite Google’s assurances that this was never implemented in this case, nor in any other instances, the impenetrability of the algorithms and lack of democratic control and oversight make it hard to fact-check that claim. This ensures that digital platforms have great potential power over the political debate. 
	The effect of the so-called ‘filter bubble’ extends beyond mere raw treatment of facts. An important part of a well-functioning society are social relationships. Social relationships and influence impact the way in which people treat news: if a lot of people in someone’s environment have certain beliefs, that person is more likely to adopt these beliefs themselves (Sunstein 2017). At the same time, a lot of people get their news from social media. So, the more a user’s friends, family and other internet acquaintances share, the more likely the user’s preferences shift toward the political alignment of that content. So, algorithms create an online environment that matches a user’s preferences. The nature of the information presented and the prioritization of certain social contacts over others strengthen and shift those preferences - usually not towards a more nuanced position - resulting in content that gradually becomes more extreme. The user’s convictions are hardly challenged, so that they become more convinced of the truth of their own views, and of the folly of the opinions of those that they do not agree with. 
[bookmark: _Toc79943375]3.3 Republicanism and equality
The republican notion of freedom revolves around non-domination: freedom from arbitrary interference, and a safeguard against the capacity of others to arbitrarily interfere (Pettit 1997). The republican tradition includes various approaches, but the stress on institutions that facilitate ‘contestation’, incorporating inclusive political debate and accountability for those in government and parliament, is one of the central features. Another is a focus on civic virtues improved by political participation, as the road towards self-mastery as a full and autonomous individual (which makes them less susceptible to arbitrary interference) - based on Aristotle’s (1998) conception of the human as a political animal. Without adequate capacities (institutional and individual) for the contestation of government power by citizens, there is no way to judge the government. This requires that citizens have access to reliable information, it requires inclusiveness, it requires deliberative debate, based on a willingness to listen to those with other interests (Pettit 1997, p. 188-190). 
The previous section illustrated the negative impact digital platforms have on the reliability of information and knowledge. But, considering that digital platforms allow for many-to-many interaction (Shapiro 1999), granting their users the possibility to reach millions of others to interact with online, they do have the potential to be a great forum for deliberation and debate. However, that potential is hindered by the omnipresence of filter bubbles, or echo chambers, on digital platforms. 
A problem caused by algorithmic sorting on digital platforms is that it leads to ideologically homogeneous online circles, also called filter bubbles (Boutyline & Willer 2017): ideologically homogeneous subpopulations on the internet that consist of people who mainly interact with people of the same ideology. They are a result of algorithmic sorting, that filters and prioritizes online content based on the user’s personal characteristics. In so-called ‘echo chambers’ or ‘filter bubbles’ on social media, users are presented with viewpoints that they are likely to agree with or that are at least familiar. Research shows that social interaction matters in deciding viewpoints (Sunstein 2017), creating a reinforcing feedback loop. Echo chambers prevent people with dissenting opinions from reaching each other; so minority opinions do not get through to those belonging to the status quo. Inclusiveness and equality are important in the republican tradition (Pettit 1997, p. 190-195). In a republic, providing political forum to a range of different perspectives is key, as hearing the voices of the citizenry is important in refining the functioning of the government, reducing the chance of arbitrary interference. Free speech is important for this, as it ensures protection of minority opinion against social oppression (Mill 2017). It is easy to see how echo chambers make it possible for different groups in society to reach each other when digital platforms are designed to bring together those with similar opinions. 
In addition, digital platforms and online content is an important means of inciting and reinforcing emotional reactions (Serrano-Puche 2020). Online spheres are increasingly fragmented, and users’ emotional responses about certain political statements or situations are usually aimed at generating anger or disgust, which further increases the ‘us versus them’ mentality, delegitimizes people with other beliefs and disconnects majority opinion and minority opinion even further. When speaking of the inclusive republic and the ability to contest political decision-making, Pettit (1997) argues that a common basis in terms of argumentation is necessary for effective debate and contestation. Once a majority group has decided that the arguments of a smaller group of fellow countrymen are invalid, they lose political power. Disqualifying people’s arguments because they happen to be tumbled into a different part of the internet than the majority results in them no longer being equal members of the republic. Digital platforms have a negative impact on freedom of expression as a guardian of social equality, and with that, on the relationship between the state and its citizens. 
Lastly, the power that digital platforms have in determining who sees what content also gives them the power to manipulate the public debate in their favor. This has troubling implications for the extent to which these platforms can influence opinions and actions - especially when considering that digital platforms themselves have their own stakes and interests when it comes to policy change.
[bookmark: _Toc79943376]3.4 Rights and self-ownership
As stated in chapter two, freedom of expression, property and rights in the deontological libertarian tradition are intertwined. The speaker owns their thought and their speech and therefore controls what to do with it. In some forms, for example when certain expressions are written down, may those rights be transferred to others. Examples are selling book rights to a publisher, working as a journalist, selling recordings of music, and so on. Although not every user may be aware of the fact, the same goes for digital platforms. The Terms and Conditions of most large digital platforms - Facebook, Instagram and so on, all include a passage that grants a royalty-free sub-license to the digital platform used (Kalatniz-Cope 2018). This includes both the content posted by a user and other forms of information as well as the data attached to that content: data about personal preferences, personal demographics, and other kinds of things. This data can be sold, leased, or used for targeted marketing, ventures that are essential to the revenue model of digital platforms. The right to free speech has its basis in self-ownership, as we have seen in chapter two. Owning property gives the individual certain rights over that property, and the same goes for free speech. Using digital platforms as a means of self-expression involves transferring the property rights over one’s expressions – and through data tracking, over the rights to intimate knowledge about one’s personality, preferences, and desires. The question is whether that transfer can actually be considered legitimate. This section explores the legitimacy further by assessing whether the transfer can be considered legitimate by considering whether the conditions of informed consent and a meaningful alternative have been met. 
[bookmark: _Toc79943377]3.4.1 Informed consent
Based on the principle of self-ownership, individuals (and internet users) are in principle the owner of their own expressions, except when having explicitly and knowledgeably transferred the rights to that expression to another actor. At the same time, data tracking – collecting the information about the way users of digital platforms move about online – is essential for the revenue model of digital platforms (Zuboff 2019). Because most digital platforms are free to use (with the exception of commercial platforms like Amazon, but they too profit from tracking, when considering advertising and marketing opportunities), a revenue model based on tracking has meant that digital platforms have very extensive tracking methods and practices that include a transfer of rights from internet users to digital platforms. This transfer, however, is not based on informed consent.  
Current legal practices surrounding data tracking are built on the ‘notice and choice’ privacy framework, a framework originating in the 1980’s (Obar and Oeldorf-Hirsch 2018). Although there is no standard way of implementing the framework, it is built around putting the user in control of the collection and use of their personal information. The ‘notice’ part is essential to that end: without warning users that their content and data might be used, they would not have the option to be in control. This notice is most often presented when joining as the terms and conditions - a contract that explains the duties and rights the user and the platform have towards each other. In practice, however, this does not function as well as hoped. Research from 2008 estimates that, based on internet usage of that time, individual internet users would spend an average of 181 to 304 hours per year reading privacy policies and terms of conditions, if they would actually do so (McDonald and Cranor 2008). Considering the increase in internet usage since then, it seems unlikely that that number has diminished since. In addition, digital platforms are often designed in a way that decreases the likelihood of users actually examining the terms involved in signing up for the services a digital platform provides, for example through so-called ‘clickwraps’, see Figure 3.1. 

[image: ]
Figure 3.1: Example of a clickwrap (Facebook 2020).

Obar and Oeldorf-Hirsch (2018) define clickwraps as a “digital prompt that enables the user to provide or withhold their consent to a policy or set of policies by clicking a button, checking a box, or completing some other digitally-mediated action suggesting ‘I agree’ or ‘I don’t agree’”. These website designs nudge people to skip reading the policies that define their own and the platform’s rights and duties, and are commonly used by digital platforms (ibid.). In an experiment on the use of clickwraps, 76% of those registering for the fictional digital platform NameDrop skipped reading the terms of service and privacy policy altogether. However, even those that did open both policies hardly ever read them thoroughly. Although the terms of service should take about 16 minutes to read, and the privacy policy about half an hour, 98% spent less than five minutes reading the terms of service. For the privacy policy, 96% spent less than five minutes reading. Only 1.7% and 2% respectively mentioned the ‘gotcha’-clauses in a survey afterwards - clauses that were so absurd that (nearly) anyone reading them would think twice about accepting the terms. 
Considering that digital platforms design their websites in such a way that the user is ‘nudged’ toward agreeing without reading, and the amount of time the average internet user would be spending on reading contracts, defining the exchange between digital platforms and their users as ‘informed consent’ would be uncalled for. Even more striking is the fact that digital platforms track internet users that do not use these platforms (Facebook 2018). The way digital platforms ensure that their users, their browsing behavior, and their preferences are tracked resemble what Peacock (2014, pp. 7-8) calls an ‘unconscionable contract’. She defines them in the following way: 

Unconscionable contracts are exploitative, unjust, unavoidable and put the burden of an economic transaction wholly on one side, and in this case the online user. For most users, the inherent unjust and unequal burden is nowhere spelled out, and even if it were, people would be unlikely to read the terms. (...) Online agents are usually not made aware of any deceitful personal data extractions, but even if they were, no meaningful alternatives exist to dodge them – other than going offline. Recent studies on web tracking show that fewer and fewer individual solutions exist to minimise web tracking (…) So with nowhere to turn, online users invariably ‘consent’ to an unavoidable situation (Peacock 2014, p. 7-8).

Transfer of ownership on these terms cannot be considered to be moral consent. The operations of digital platforms therefore are a violation of internet user’s self-ownership and rights - unless internet users have a meaningful alternative to the situation described in this paragraph. The only one there is - going offline - seems to become less and less of an option as the world becomes more digitized. What options do internet users have to decrease the impact these unconscionable contracts have over them, if any?
[bookmark: _Toc79943378]3.4.2 Meaningful alternative: exit, voice and loyalty
Hirschman’s Exit, Voice and Loyalty (1970) expands on how members or consumers can show their discontent. He argues that there are three main ways in which this can be done: exiting the organization, state, etc. the discontent is aimed at (in other words, ‘voting with one’s feet’); voicing complaints in an attempt to change things; and staying (despite the complaints) out of loyalty. Exit is a concept rooted in the school of economics, while voice is a concept more familiar to political scientists, as it is similar to the way in which democracies are organized: “To resort to voice, rather than exit, is for the customer or member to make an attempt at changing the practices, policies, and outputs of the firm from which one buys or of the organization to which one belongs. Voice is here defined as any attempt at all to change, rather than to escape from, an objectionable state of affairs, whether through individual or collective petition to the management directly in charge, through appeal to a higher authority with the intention. of forcing a change in management, or through various types of actions and protests, including those that are meant to mobilize public opinion” (Hirschman 1970, p. 30) Voice does not always work: there are conditions under which it functions, and conditions under which it does not. An important part of functioning ‘voice’ is that those at whom an appeal is directed have the power to change things.
Hirschman (1970, p. 21) defines normal competition as a situation in which “the firm has competitors but enjoys some latitude as both price-maker and quality-maker-and therefore, in the latter capacity, also as a quality-spoiler”. Adequate functioning of competition relies on knowledgeable consumers. Under normal competition, consumers have an option to ‘exit’ when the quality of a service deteriorates, thus signaling the organization that it needs to improve its product. Another type of market situation is the monopoly, where there is one party that controls the market, preventing them from exiting. However, Hirschman (1970) says that monopolies are not always a bad situation. Under two conditions, staying is preferable to exiting. Both conditions rely on voice. After all, voice is the only way in which dissatisfaction with the status quo can be expressed if there is no way to exit, or exit proves to be extremely arduous and costly. The first condition states that no-exit is better than exit if exiting leads to only the potentially alert and activist members leaving (and with that, having a negative effect on the potential strength of voice in such a situation. The second condition is if in such a monopolist, voice could be institutionalized in a way. However, such conditions do not always occur. 
The worst kind of monopolist is that of the ‘lazy monopoly’ (or oligopoly). In such a situation, there is a monopolist with some limited (‘welcome’) competition. Because the limited competition does render exit possible - as opposed to true monopolies - possible activists exit. Those who would otherwise be loudly critical, using their voice to improve the goods offered by the monopolist, leave (ibid., p. 59). The limited competition under oligopolies is useful for the oligopolist, because two things happen. A large majority of the oligopolist’s customers will accept the flawed products as is, as there is ‘no real choice’. A very small - usually activist - group will exit. If the most determined and vocal critics of a product or service leave, the producers of aforementioned flawed products are freed from having to deal with people that demand improvements. This makes the lives of the oligopolist much easier: hence, their interest in organizing imperfect competition. 
Although the largest digital platforms, also known as Big Tech - Google (also known as Alphabet), Facebook, Amazon, Microsoft, and Apple (Fernandez et al. 2020) - are often called monopolies, they are not true, exit-preventing monopolies that fulfill the two conditions Hirschman set out. Rather, they are monopolies of the lazy kind: despite their incredible market position, they do have some competition. But it is the welcome kind: it is competition that is hardly likely to be of any threat. Instead, it gives those who would otherwise have been the most vocal critics a way out. Those that remain are much less outspoken about the way these platforms use our data and affect our freedom of speech and access to information. As an example: consider WhatsApp, a messaging service owned by Facebook. The service has come under scrutiny since its takeover by Facebook, and criticism about WhatsApp’s data collection habits are increasing (Doffman 2021). Since a new update in January 2021, a significant number of users chose to install one of its competing apps, Telegram or Signal, but despite that, WhatsApp still has much more users than its competitors (Singh 2021) - because of which many users opt for using a combination of messaging services. After all, the point of these apps is to be able to stay in contact with the people you know - but that can only happen if those around you use the same platform. So: how substitutable is the alternative? In the same way, a small subset of users switches from Microsoft and Apple to Linux, from Google to DuckDuckGo or Ecosia, from Amazon to their local stores, and so on - preventing these large platforms from becoming ‘true’ monopolies that would provide conditions for voice. Instead, the welcome competition “does not restrain monopoly as it is supposed to, but comforts and bolsters it by unburdening it of its more troublesome customers” (Hirschman 1970, p. 59). In addition, a high price for exiting forces consumers to stay loyal (ibid., p. 96). Exiting altogether and going offline - that is too high a price to pay for many consumers, forcing them to stay loyal.
[bookmark: _Toc79943379]3.5 Autonomy
In the previous paragraphs of this chapter, the ways in which digital platforms affect varying functions of freedom of expression were discussed. Although digital platforms have undoubtedly increased the individual users’ capacity of choice and access to information, in another way, such options are severely limited. No-one will deny that the internet and digital platforms have facilitated easy access to information and enhanced the possibilities of reaching and connecting with people all over the world. In that sense, the liberty of individuals is increased in a way: there are less barriers to action. The way in which free speech contributes to (the search for) knowledge and truth, to republican ideals of equal participation, self-government and self-actualization, and the rights individuals have to their own expressions are all affected by digital platforms in a negative way. Those are all worrisome developments in their own right. In addition, they harm the autonomy of the individual: autonomy means the extent to which people are able to make choices in such a way that they are able to take responsibility for them. To that end, they require adequate information, (internal) moral deliberation, the liberty of choice - and with that, freedom from coercion, force and manipulation. Reducing a person’s autonomy violates their value as a moral agent and their dignity as a person (Darwell 2006; Kant 1999): in Kant’s words, treating someone as an autonomous being means treating that individual not solely as a means to an end, but as an end in themselves. 
It is to them that internet users transfer property rights over their intellectual property and data. Not all exchanges are voluntary: sometimes, an individual’s choices are limited by something, for some reason. The extent to which it is reasonable to speak of voluntary exchanges depends on how their choices are limited. If they are limited by nature, the action is still voluntary, but if a moral agent limits the possible rang of choices, this might be another story. If another person X limits the possible range of choices, it depends on whether that person X has the right to limit the choice range (Nozick 1974). Algorithms limit possible range of choices, but how explicitly is that right given to digital platforms? Google’s Terms of Service (2020) mention that by using the service, users grant Google the right to use algorithms in order to “customize our services for you, such as providing recommendations and personalized search results, content, and ads”. The way it is formulated sounds quite innocent; and does not seem to capture the full severity of what algorithms actually do to a user's online experience. Research by Rader and Gray (2015) shows that users are not aware of the way algorithms alter their digital environment - as such, digital platforms cannot claim that this is a case of informed consent. 
	One of the requirements for autonomous decision-making is adequate information. The previous sections show how digital platforms endanger that prerequisite. Lack of access to knowledge hurts the extent to which individuals are able to reflect on situations and weigh arguments. Of course, one individual can never have access to something that can be called ‘full information’. Hayek (1945) argues why the marketplace of ideas might be a way to solve that. However, as we have seen, there are mechanisms in place that prevent the free market of expression from working properly. In order to be autonomous, an individual requires access to reliable information. Some individuals will become victims of algorithms that steer them toward disinformation, leading them to make choices that they maybe would otherwise not have made (because it would conflict with their own conception of the good life, for example). 
	In addition, having inadequate access to reliable knowledge, or being unknowingly confronted with only biased knowledge, and ending up in digital echo chambers hampers the extent to which citizens can discuss amongst themselves: it hinders them both in the development of their civic skills, as well as hinder the ability of societies to make informed decisions about government and politics. Echo chambers prevent internet users from encountering a broad range of political views, alienating those with different ideologies and interests from each other. In the worst case, this can lead to the majority dismissing the opinions of certain minority groups, which creates political inequality and is especially harmful for the autonomy of these minorities. Echo chambers also violate autonomy in the sense that algorithms, rather than the individual, determines what information the user is likely to encounter: it prevents individuals from making choices about their online experience 	
Inadequate information is an issue that also applies to the relationship between self-ownership and autonomy. As we have seen, digital platforms violate notions of informed consent, and the structure of the market leads to imperfect competition, which makes it nearly impossible for internet users to make autonomous decisions when it comes to the use and repercussions of the use of digital platforms. 
All of the above hinders individuals in reaching their full capacity as an autonomous agent. In addition, this situation in itself is the result of the fact that digital platforms have taken autonomy away from individuals. Rather than respecting internet users as ends in themselves, as Kant’s categorical imperative dictates, digital platforms use them as means.
	



[bookmark: _Toc79943380]Chapter 4: The (libertarian) argument for intervention
In the previous chapters, the concept of freedom of expression was explained: specifically, why it is important on the level of both individuals and society. Free speech was related to digital platforms. What are digital platforms, how do they work, and how do they affect the functions that freedom of expression serves? I illustrated that knowledge, republican values, (property) rights and autonomy were all affected by digital platforms - but not in a positive way. This chapter is dedicated to the next step - how do we move forward from here? Using Robert Nozick’s deontological libertarian framework, this chapter will formulate an answer to the question: Can state intervention in the property rights of digital platforms be legitimized using a Nozickian framework and if so, under what conditions, and are the solutions proposed by the United States and the European Commission able to withstand the libertarian challenge? This chapter starts with a justification of the use of Robert Nozick’s theories as the measure for justifying state intervention in digital platforms. Secondly, I explain the key points of Nozick’s theory. I argue why state intervention can be considered legitimate, even within a Nozickian framework. That concludes the first part of this subquestion. After that, this chapter explores whether the 2021 US proposal and the 2020 EU proposal would be approved by Nozick by measuring them against a number of criteria for state intervention, based on Nozick’s theories. 
[bookmark: _Toc79943381]4.1 A least-likely approach: Nozick’s deontological libertarianism 
In this chapter, I will be using Robert Nozick’s deontological libertarian framework to argue that the state needs to intervene in the digital platform market. That might seem like an unlikely theory to support state intervention - and that is precisely the reason that it is Nozick’s theories that are used here. Over the past few years, a number of books have been published on the same subject (e.g. Susskind 2018; Zuboff 2019). However, these (rather more left-wing) authors tend to be fairly optimistic about the state, and with that, about state intervention. That is a political choice; and fine in its own right. But from the perspective of both scientific theory and societal relevance it is much more interesting to construct an argument in favour of state intervention based on the arguments of someone who thinks the state should be as small as possible, like Robert Nozick. Using this approach might be considered a ‘least likely case’, in the terms of empiricists like Gerring and Cojocaru (2016).  
	From the perspective of scientific and theoretical rigor, using a least likely case is most promising if a scientist wants to ‘prove’ or at least support a certain theory or hypothesis. A least likely case is a case that is very unlikely to prove the theory in question - proving that the theory or hypothesis (in this case: the need for state intervention) holds under such a case (here: Nozick’s approach) makes it much more likely that the hypothesis works. This approach is built on a positivist theory of science as proposed by Popper (2002). Rather than searching for possible verifications of a hypothesis, Popper argues that ‘real’ science searches for possible falsifications. A scientist ought to seriously test the circumstances under which theories might prove to fail: “Every genuine test of a theory is an attempt to falsify it, or to refute it. Testability is falsifiability; but there are degrees of testability: some theories are more testable, more exposed to refutation, than others; they take, as it were, greater risks” (ibid., p. 36). 
	Lastly, using an unconventional approach towards arguing for state intervention prevents arguments from falling into dogma and disagreement on political, rather than philosophical-theoretical grounds. When we find ourselves unable to come to a common understanding of certain political realities or proposals, a philosophical issue, question or solution must lie at its center (Rawls 1995). Discovering whether and how even a libertarian like Nozick might favor state intervention in the private property of digital platform corporations may shed new light on the discussion and get to its core. In addition, arguing in favor of a state-centred (‘leftist’) conclusion using libertarian (‘right-wing’) might propel the political discussion surrounding this topic further. 
[bookmark: _Toc79943382]4.2 Nozick: an overview
Nozick’s Anarchy, State and Utopia (1974) is considered to be one of the two works of which its publication breathed new life into the field of contemporary political theory - the other being John Rawls’s A Theory of Justice (1971). Although it is far from the only work produced by Nozick, until this day, it remains his most influential work, as well as his most well-known one, in which he lays down his arguments in favor of libertarianism and the minimal state. In order to understand Nozick, it helps to understand libertarianism’s key features. 
Libertarianism considers the individual - specifically, respect for individual liberty, to be central to justice. “They conclude each person possesses an inviolability, founded on justice, that forbids others from sacrificing them to achieve greater social stability, economic efficiency, or desirable cultural ends” (Brennan et al. 2017, p. xvi-xvii). It is because of those convictions that deontological libertarians typically are against restraints on liberty: these are violations of the rights of the individual. Individual liberty is the greatest good, and therefore, it ought to be respected. Consequentialist libertarians, on the other hand, believe that a libertarian society that maximizes individual outcomes leads to the best possible outcomes; and that is why individual freedom should be maximized. 
As a deontologist libertarian, Nozick takes a rights-based approach to political theory, rather than one aimed at consequences, like - for example - utilitarians. The opening sentence of Anarchy, State and Utopia reflects that well: “Individuals have rights, and there are things no person or group may do to them (without violating their rights)” (Nozick 1974, p. ix). These rights are pre-political and pre-state: individuals are born with them, and no institution or person may violate them. This means that the individual precedes the collective, and that arguments must be true to the protection of the rights of individuals, rather than aimed at collective wellbeing. But that does not mean that Nozick rejects every kind of collectivist solution. That is the first problem Nozick tackles in his Anarchy, State and Utopia (1974): dealing with the ‘anarchist challenge’ that supposes that any kind of state is immoral as it violates an individual’s rights (e.g. Wolff 1990). 
[bookmark: _Toc79943383]4.2.1 Moral side constraints and the entitlement theory of justice
Essential to Nozick’s theory are the notion of moral side constraints, which denotes what an individual may and may not do, and the entitlement of justice, which lays down a foundation for a just distribution of goods. Both are reflections of Nozick’s deontological approach and have a strong basis in property rights. 
	To Nozick, the fact that humans are able to formulate and plan their lives according to their own conception of the good, makes up the basis of their humanity: it is what sets human beings apart from other living entities. Echoing Kant’s Categorical Imperative, Nozick argues that individuals are ends, and may not be used merely as means. This moral agency gives human beings certain rights - and those rights may never be violated by another: to do so would be a violation of aforementioned moral agency. This is why Nozick chooses to formulate the non-violation of rights as ‘side constraints’ on action: violating others’ rights is simply something that may never be done. These side constraints reflect the fact that individuals are separate entities, who must be respected as individuals with the right to determine their own life path - and without someone else violating their rights. No-one may be used for the benefit of someone else, or the greater good. The basis of moral side constraints is rationality, free will, moral agency, and the capacity to form a notion of the kind of life one wants to lead and guide one’s life according to that conception: “only a being with the capacity to so shape his life can have or strife for meaningful life” (ibid., p. 49). 
	These moral side constraints are absolute in the sense that they may never be violated by another, but not absolute in the sense that an individual A may voluntarily give individual B permission to do some things that otherwise would have violated their rights. The same goes for individual A’s property. As a libertarian, Nozick relies upon the notion of self-ownership, and therefore, moral side constraints treat life, body and property the same: individuals have ownership over themselves (see point three below) and their property. Nozick uses very lengthy arguments to make his point, but thankfully, Arneson (2011, p. 18-19) has provided us with a concise summary of Nozick’s main principle of moral side constraints. Point 1 describes what is allowed under moral side constraints, point 2 describes what restrictions these side constraints place on our actions, and point 3 describes the self-ownership principle: 

1. Each person has a moral right to act in whatever way she chooses with whatever she legitimately owns so long as she does not thereby impinge on others so as to cause them harm or frustrate some interest of theirs in certain specified ways (force, fraud, theft, physically harming another person or her property, breach of contract, or threatening to do any of the previously mentioned items on this list). 

2. Each person has a right that others not act in ways that impinge on her in any of these certain specified ways.

3. Each person legitimately fully owns herself. No one has any initial property rights in any other person (Arneson 2011, p. 18-19).

The fact that moral rights are inviolable are the basis for Nozick’s entire conception of justice. Owning ourselves and our property means that other people cannot do things to us without our consent. However, such constraints are not absolute: we are free to do with our minds, bodies and other types of property as we please, and therefore we are free to grant the right to do something to our minds, bodies and property to other people - as long as it happens voluntarily (Nozick 1974, p.  160). This is in line with the autonomy principle: the rights to plan and act out our lives the way people choose, as long as they do not violate others’ rights. 
When it comes to property - owning it, selling it, giving it away, or stealing it - Nozick delineates two main principles: just acquisition (see point 4 below), which describes the principles under which things that do not belong to anyone may become someone’s property; and just transfer (see point 5), which describes the condition under which property may be legitimately transferred to someone else.

4. Each person can acquire full ownership over unowned material resources (pieces of the Earth) by staking out a claim to them, so long as her claiming ownership and maintaining ownership leaves others no worse off than they would have been under a system under which these resources remain unowned and freely available for use by anyone.

5. The ownership rights that individuals have over themselves and acquire over material resources can be transferred to other persons in whole or in part by gift or contract (or abandoned so they revert to unowned status) (Arneson 2011, p. 19).

These principles together are called the entitlement theory of justice, which uses these principles for individual property as a basis for a state-level economic theory of justice. The basis of this economic theory of justice is that it, in contrast to most theories of economic distribution, does not rely on an end-state (or ‘patterned’) notion of economic justice. Such theories base economic (re)distribution on merit, talent, needs and so on. Therefore, these theories require some form of redistribution, often by means of taxation. Nozick deems taxation and all other kinds of involuntary taking of property to be a violation of rights. In addition, as a deontologist, he bases his arguments on rights, not consequence - and therefore cannot condone an end-state theory of justice. Rather, he proposes an ‘unpatterned’ entitlement theory of justice, that is based on these moral side constraints, the theory of justice in acquisition (based on the Lockean Proviso), stated in point 4 above, and the theory of justice in transfer in point 5. 
Nozick’s concepts of justice, rights and morality have great implications for what a state (and other individuals) may and may not do. These principles of property acquisition and transfer are historical - not based on ‘end-state’ justice (examples of these are theories that require economic redistribution based on what end situation could be considered just, like Rawl’s maximin principle) - instead, Nozick’s principles require that every instance of acquisition and transfer is legitimate in itself. People are only entitled to the property acquired or transferred according to these principles. 
[bookmark: _Toc79943384]4.2.2 From anarchy to the minimal state 
Because moral side constraints are essential to Nozick’s conception of justice, it is quite hard to envision how a state can be called legitimate, if it may not violate individual rights (and therefore cannot tax, or make people do anything) or decide any type of just end-state socio-economic distribution. Is Nozick an anarchist at heart, or a libertarian? 
Nozick’s starting point in arguing in favor of a minimal state is the state of nature, a pre-political and pre-state thought experiment that have been popularized by social contractarians like John Locke and Thomas Hobbes. Locke describes the state of nature in the following way: “a state of perfect freedom to order their actions and dispose of their possessions and persons, as they think fit, within the bounds of the law of nature; without asking leave, or depending upon the will of any other man” (2003, p. 101). Such a state of nature, however, is also wrought with inconveniences and violations of rights, both Nozick and Locke concur, and they may be remedied by some kind of state or government. The question is whether the remedy is worse than the disease. 
The biggest problem that Nozick identifies in a state of nature is the settling of disputes: how do people settle discussions on compensation for rights violations? After all, if two are party to a dispute, both will argue the case from their own perspective, which will likely benefit themselves. Such dynamics make it difficult to come to a settlement that both parties agree to. In addition, inequalities between two parties might make it hard for the weaker/less intelligent/less powerful party to enforce their rights vis-à-vis the other (Nozick 1974, p. 12). A solution for that problem in a state of nature is forming alliances, or mutual-protection associations, in which members come to each other’s defenses when asked. These too inflict a number of inconveniences on their members: therefore, mutual-protection agencies need to devise a way in which no member is overly burdened by having to be on call all of the time, and a standard judging procedure will have to be formulated to determine who is in the right. The organization of such agencies, as they get bigger, will be done through exchange and labor. Initially, several different protective agencies exist. However, as different protective agencies disagree with each other considering conflict resolution between two members of the respective agencies, dominant protective agencies will arise. This happens either because 1) one agency loses to the other, and the members of the weaker agency will want to be protected by the strong agency; 2) agencies will tend to win cases within a certain geographical location, creating ‘borders’ in a sense; or 3) agencies are evenly matched in the same area, and in order to prevent frequent and costly conflicts, they create a higher-order agency that judges disputes between the two. 
Such dominant protective agencies, monopolies (more or less) that exist to settle and judge rights violations and disputes, sound terribly similar to statehood. But what defines a state? According to Nozick, “a state claims a monopoly on deciding who may use force when; it says that only it may decide who may use force and under what conditions; it reserves to itself the sole right to pass on the legitimacy and permissibility of any use of force within its boundaries; furthermore, it claims the right to punish all those who violate its claimed monopoly” (1974, p. 23).
An ultraminimal state only offers protection to those that pay for protection; this in contrast to minimal states, that offer protection to everyone, and appear to be redistributive in that sense: they oblige some to pay for the protection of others (ibid., p. 26-27). However: if the sole reason for ‘creating’ a state in the first place is concern for non-violation of rights, would it not be inconsistent to argue in favor of a type of statehood that does not protect everyone? Nozick states that such a question assumes (falsely) that moral concerns are to be equated with moral goals[footnoteRef:7]. Consequentialists might favor an end-state that minimizes rights violations, but deontologists take the immorality of violating rights as a starting point. Because of this, a consequentialist would be in favor of certain rights violations if they were to prevent the overall number of rights violations - but deontologists would never agree to arguments of that kind.  [7:  As a deontologist, Nozick refuses to reason based on outcomes. ] 

However, to deontological libertarians, rights violations can never be justified. So, how does Nozick argue from the state of nature to a minimal state in which everyone is protected, even those that do not pay for protection? First, the aforementioned private protection agencies arise, which turn into dominant protective agencies, or the ultraminimal state. Nozick states that in a monopolistic situation, it is morally impermissible to not provide protection to individuals who reside within the geographic area in which the monopolist resides. After all, these individuals do not have the option to choose another agency that would protect their rights. As such, the minimal state - in which everyone is protected within a certain territory - is born. 
The argument posed by Nozick in this paragraph shows how difficult it is to justify the existence of a state under Nozickian moral side constraints. The minimal state’s sole concern is the protection of individual rights. Its only claim is maintaining the monopoly over that protection of rights within a given territory, in order for individuals to make claims in case of rights violations. It may not tax (it may only ask a distribution in return for its status as protective agency), it may not redistribute wealth or income, and it may not decide for its citizens what values or goals to aspire to. Only individuals may choose how to lead their life: neither the state nor other individuals may interfere with that choice, that autonomy, without severely violating individual rights. 
[bookmark: _Toc79943385]4.3 Digital platforms and libertarian reasons for intervention 
The minimal state has a very limited range of movement. Its sole purpose is exacting justice - it has a monopoly on that. Other than that, the individual is the only relevant unit of analysis under Nozick - any type of group, association or corporation is no more than a collection of individuals: “There are only individual people, different individual people, with their own individual lives” (Nozick 1974, p. 33). Chapter three illustrates that a lot of the issues with digital platforms start with algorithms. Algorithms are bits of code - they are not moral agents and as such, they cannot be considered to violate anyone’s rights. However, algorithms are created by moral agents and employed by moral agents that work for digital platforms. Digital platforms can be considered a collection of individuals, and therefore, as a collective of moral agents with the capacity to violate rights, and have their rights violated. Individual rights pertaining to life and property are inviolable - the state may never cross the moral boundaries set by Nozickian side constraints, and neither may other people. Side constraints are based on Kant’s categorical imperative, which states that individuals are ends and not merely means - that means that they may not be used or sacrificed for the achieving of other ends without their consent - this threatens their inherent worth as a moral agent. The Nozickian minimal state has very little legitimate tools for intervention, however, as digital platforms are moral agents too, and may not have their boundaries violated. This makes the case for state intervention seems quite unlikely. In the following paragraphs, I will illustrate that despite being a difficult case, it is not impossible. 
As we have seen in chapter three, digital platforms restrict individual autonomy: a clear violation of individual rights, as the right - and the choice - to decide for oneself what kind of life one wants to lead is the essence of Nozick’s moral theory. That is an important conclusion, but not yet enough to argue in favor of state intervention. Add to that the absence of informed consent, however, and we see how Nozick would find the way digital platforms treat individuals worrisome.
Nozick’s basis of justice, as we have seen, is the entitlement theory of justice - which makes determining who is the rightful owner of online content and data a logical first step concluding whether any moral boundary crossings have taken place. Thought itself cannot be privatized, and neither can speech, until it is recorded in some way. Written speech can be sold as a work of labor - think of authors, journalists, or academics, and so can audio(visual) recordings of speech. The product itself (a book, a newspaper) can be sold without transferring the ownership of the content itself - the content itself is then subject to property rights. Thought, speech, and expression themselves are an extension of the self-ownership principle. The only relevant restrictions to free expression are the moral side constraints: expression may not violate the rights of others without their consent. But they can be made into a transferable product, and for that, the rules of just transfer apply. One of the features of the internet is that it requires its users to write things down: posts, search queries and so on - in other words, content. It is the action of making a thought tangible (in this case, figuratively speaking) that makes an act of expression a potential commodity. In addition, online activity generates data - every click, like, or post creates a data point which allows the algorithm to learn more about the user and how to adapt their online environment to better suit their needs. 
The case that an individual owns the online content they make is easy to make under Nozick: as an individual, you own yourself, and with that, the expressions of your thoughts as well - unless having given voluntary, informed consent that another may claim ownership to one’s expressions. This is a trickier argument in the case of data. The data is not ‘made’ by an individual in the same way as online content is. It would not exist without the user, but it also would not exist without the digital platform: a cooperative effort, with other words. So: who has the ownership rights over them? Nozick (1974, p. 179) claims that in such a case, entitlement theorists accept whatever way the ownership rights are distributed. 
Individuals may do whatever they please with themselves and their property, as long as they do not violate other people’s moral boundaries. This makes it hard to argue that the fact that algorithms are detrimental to an individual’s moral agency is a bad thing in and of itself. You own yourself; if you want to trade in a part of your autonomy in favor of digital ease, connecting with friends or getting recommendations for more cat videos, more power to you, Nozick would have argued. If a person voluntarily grants the right to another person to cross their moral boundaries, that is perfectly fine under the principle of justice in transfer. That does not mean, however, that the current way that digital platforms conduct business is acceptable under the Nozickian framework: transferring rights through exchanges or other transactions must be voluntary. 
To Nozick, consent is fundamental in transactions: tacit consent “is not worth the paper it’s written on” (Nozick 1974, p. 266). Section 3.4 shows that property transfer does not happen voluntarily, as there is no informed consent. To Nozick, this is a violation of moral side constraints: a grave violation of autonomy, that denies the individual choice over what they deem to be acceptable and therefore, of the individual’s moral dignity. Digital platforms do not exactly promote the reading of contracts to their users (or non-users, for that matter). Something that must not be overlooked is that by agreeing (or ‘agreeing’) to these contracts, individuals currently give up an enormous chunk of their autonomy, something that currently is not addressed in these contracts. Since Nozick’s entire political philosophy is built around respect of moral agency and the ability of the individual to visualize their conception of a good life and guide their lives in that direction, mere compensation for violating exactly that – the core of what Nozick considers to be “the meaning of life” (ibid., p. 50) – must be considered insufficient. Tampering with someone’s autonomy on the scale that digital platforms do is not merely an inconvenience of some kind that can be dealt with through compensation – it strikes at the core of what it means to be human. 
[bookmark: _Toc79943386]4.3.1 Dealing with violations of rights
 The minimal state has a monopoly on exacting justice in case of rights violations. Now that we have established that digital platforms violate individual rights, it is time to consider what options for compensation, punishment or intervention there are in the minimal state. The entitlement theory of justice is very much a kind of ideal theory, and therefore, it may seem to consist of quite abstract principles that may not always have been realized in the real world. Thankfully, Nozick offers an account of how to deal with transgressions. Typically, that happens ‘after the fact’: once a rights violation has occurred, an individual may turn to the state so that it may determine how (and if) the person violating the moral side constraints should be punished. Importantly, it is up to the victim to address the violation (Nozick, 1974, p. 59-60). In considering a course of action, we must first deal with the current situation, which is not a legitimate situation from the viewpoint of the principle of justice in transfer. Therefore, the current distribution is unjust and must be rectified. Secondly, we need to consider how to prevent boundary crossings from happening in the future. 
Nozick takes quite a radical approach to compensating for unjust distributions of holdings - it may implicate a complete redistribution. In order to rectify an unjust distribution of goods, a historical account should be made, tracing property transfer and acquisition, in order to determine when any injustices occurred. To correct current injustices, an estimate should describe what today’s situation would look like if the injustice had not occurred, and the situation should be rectified accordingly (Nozick 1974., p. 152-153). That may imply giving back people the taxes they should not have had to pay. It can also mean reparation payment as a way to make up for unrightful enslavement and colonial theft, for example. And, in this case, it means that digital platforms need to compensate every internet user whose rights have been violated. A complicating factor is that the majority of individuals do not profit off their own personal data. It is only the digital platforms that have the means to profit from that, because individual data points do not mean anything, they need to be part of a larger body to be meaningful - and therefore profitable. However, digital platforms do have to compensate users for violating their losses. 
	Now that there is an outline of a solution for past injustices, it is time to look to the future: how should the minimal state deal with these rights violations in the future? After the victim comes forward to say that their rights have been violated, the state must evaluate that claim and exact justice accordingly, following a standardized procedure. Punishment usually involves financial compensation. An action can be considered prohibited by the state if undertaking said action imposes (at least in theory) some kind of penalty upon the perpetrator and makes them fully compensate the victim. ‘Fully compensate’ means leaving the victim no worse off than if the rights violation had not taken place, assuming the victim had been “acting prudently” (Nozick 1974, p. 58). 
On page 80-81, Nozick describes what should happen in a minimal state if the rights of a large group of individuals is violated by a group of other private actors. If such is the case, those whose rights are violated should be given the opportunity to sue the violators. Lawyers could (in name of the victims) start group suits against the violators – earning quite a bit of money doing so. Under such a system, a group of lawyers would feel incentivized to start looking out for the interest of certain rights violations, thus, ensuring that victims would be compensated. This might be considered an adequate solution. However: compensation should lead to deterrence. If the compensation does not lead to deterrence, Nozick says, prohibition might be the answer (ibid., p. 59). Deterrence is calculated as follows: “A person’s option of crossing a boundary is constituted by a (1 – p) chance of gain G from the act, where p is the probability he is apprehended, combined with the probability p of paying various costs of the act” (ibid., p. 59-60). Although I cannot substantiate either G or p with actual numbers, it is safe to argue that this calculation currently works out in favor of digital platforms - if deterrence currently worked, it would not have been possible to write chapter three. That deterrence does not work may be a result of the fact that there is currently no state on planet earth that functions like a minimal state, with preventing violations of moral side constraints at its heart. Therefore, Nozick would argue that a reassessment of the state’s functions is in order, so as to place moral side constraints central. 
[bookmark: _Toc79943387]4.3.2 Proposed interventions
Over the past few years, governments have become more aware of the negative externalities of digital platforms. Concerns range from the strong position of a small number of digital platforms (“Big Tech”), to consequences of data collection - take the Cambridge Analytica scandal for example (Confessore 2018), to hate speech and disinformation. Some of those concerns have been addressed in this thesis, as they are related to the functions of freedom of expression. As we have seen, Nozick would not stand for the current way in which digital platforms violate individual rights. The entitlement theory of justice is essential, as are moral side constraints. Property may not be violated, and moral agents must be able to make exchanges in good conscience: voluntarily, with informed consent. And, importantly: individuals must have different options to choose from - only then may they choose a path that fits with their conception of the good life. Over the next few pages, I will apply the Nozickian framework to two proposed solutions to our predicament, briefly analyzing to what extent Nozick would approve and disprove.  
[bookmark: _Toc79943388]4.3.2.1 US antitrust action
In July 2021, President of the United States Joe Biden announced an executive order designed to promote competition in the US market. The order covers many different aspects of the economic sector, and notably, also the tech sector in particular. In it, three specific concerns are addressed that, according to the order, “are undermining competition and reducing innovation” (The White House 2021). That is the primary logic behind the President’s proposals: promoting competition, and with that, consumer choice. In order to do so, the Biden administration has set its targets on a small number of dominant tech firms. It does so mainly by hindering growth by means of mergers, and placing large digital platforms under greater scrutiny, and by preventing market practices in which a firm abuses their position to unfairly promote their own products, or to prevent their customers from using other products. In addition, the administration wants to curb the collection of personal data and user surveillance (The White House 2021). 
Under a Nozickian approach, any sort of action that intervenes in private property when it is not a direct punishment for a rights violation must be rejected. Interfering with mergers - voluntary exchanges between two parties - is out of the question. Curbing the collection of personal data is more complex. The way this currently happens is a violation of rights, but that is not the core problem. The main issue is that data collection occurs involuntarily, without the informed consent of internet users. A solution more in line with Nozick’s philosophy would be one in which the decision-making capacity of the individual is strengthened, and with that, their autonomy. After all, there might be plenty of individuals willing to give up their digital autonomy in favor of more user-friendliness and a personalized experience. Individuals should be able to make these choices consciously and voluntarily, based on information that not only describes what rights they transfer, but also what implications that has for their capacity to plan their lives. 
Whether prohibiting ‘unfair’ market practices is accepted under Nozick’s doctrine would depend on the exact plans, which have not been published at the moment of writing. If prohibiting ‘unfair’ market practices is conceived of as the principle of justice in transfer - i.e., reducing exchanges between digital platforms and individuals that happen involuntarily, without informed consent - it could be allowed under our framework. Such an approach would enable platform users to sue digital platforms, reducing further injustices from taking place. 
[bookmark: _Toc79943389]4.3.2.2 The European approach
The approach used by the European Commission (EC) is considered by many to be the most rigorously interventionist. Its 2020 proposal consists of two building blocks, the Digital Markets Act (DMA) (European Commission 2020a) and the Digital Services Act (DSA) (European Commission 2020b). The DMA, much like the Biden approach, targets large digital firms (the so-called ‘gatekeepers), while the DSA is aimed at consumer protection, consumer rights and transparency & accountability for digital platforms. Because the DMA is quite similar to the U.S. approach, this section focuses on the DSA.
	The goal of the Digital Services acts is to ensure a digital environment in which European citizens and other parties can exercise their fundamental rights, which among others requires digital platforms to be more transparent and accountable. A focus on fundamental rights can be quite attractive under a Nozickian approach, depending on what is meant by them. The EC lists the following rights: 

The fundamental rights include (...) the right to freedom of expression and information, the right to respect for private and family life, the right to protection of personal data, the right to non-discrimination and the right to an effective remedy of the recipients of the service; the freedom to conduct a business, including the freedom of contract, of service providers; as well as the right to human dignity, the rights of the child, the right to protection of property, including intellectual property, and the right to non-discrimination of parties affected by illegal content (ibid., p 27).

All of these things can be argued to fall under the principle of self-ownership and moral side constraints, except for the mention of ‘illegal content’: the state cannot determine for other people what is and is not allowed; that restriction of choice is a violation of individual autonomy. The legitimacy of such a rights-based approach depends on its concrete implementation, however. 
	The paragraph on the U.S. approach already mentioned a need for measures that would enhance the capacity of individuals to make informed and voluntary choices. To that effect, the EC proposes increased platform transparency on a number of things, among which the algorithms that are used for recommendations and personalization. Providing insight into how these things affect individuals is important if they are to make autonomous decisions. At the other hand, forcing digital platforms to increase their transparency is taking away their autonomy. An argument in favor of such measures is of course that they (might) prevent digital platforms from violating their users’ rights. The state has the right to restrict the choice of digital platforms to violate their users’ rights, but it may not determine the way in which digital platforms approach that task. 
	The European Commission also proposes regulation to make the concept of ‘notice’ more user-friendly. Despite this being a directive prescribing a specific course of action, measures like this are the essence of informed consent. As it helps make users make autonomous choices, a measure like this could pass under libertarianism. 
	Another point of interest in the context of self-ownership and freedom of expression are the anti-discrimination measures. The state may never impose any measures that restrict freedom of speech, for the same reason the state may not determine that things are illegal: they violate the individual’s range of choice. That digital platforms attach such terms to the use of their services should be fine, as long as users are aware of what they are agreeing to. But the European Commission telling corporations to combat hate speech would not sit well with Nozick. 
[bookmark: _heading=h.xwiy1bbep0he]	After having established that Nozick would indeed find state intervention necessary, this brief Nozickian analysis of two examples of state intervention in digital platforms shows what shape state intervention under deontological libertarianism may take. By now, I think we have explored freedom of expression, digital platforms and Nozick’s philosophy enough to answer the research question posed in the introduction of this thesis. 

[bookmark: _Toc79943390]Chapter 5: Conclusion
Digital platforms have changed the way in which freedom of expression works. Although digital platforms potentially are a tool to reach and connect to millions of other people around the world and to access information easily and at low cost, the way they are designed has an impact on the functions of freedom of expression. It is these functions we consider free speech to be something so important to us, as human beings and as communities. That inspired the following research question: What functions of freedom of expression are affected by digital platforms, can state intervention in the property rights of these platforms be justified using Nozick’s deontological libertarian theory, and what kinds of intervention could be considered legitimate?
As we have seen, there are very fundamental repercussions for society, hindering our search for truth and knowledge, and our capacity to function as citizens under a republican ideal - to hold our governments accountable as equal citizens. Our right to self-ownership and autonomy are violated - which directly harms our dignity as moral agents. 
This thesis not only shows why freedom of speech is so important to both individuals and society in its entirety, it also illustrates that protecting freedom of expression is a matter that is much more complicated than determining which words may or may not be spoken. Censorship is a very real issue in many nations across the world. Questioning why the right to free expression is valuable, as in this thesis, sheds light on violations to ourselves on a deeper level than speech restrictions that are just as, if not more worrying. 
To stress the extent to which these transgressions demand government action, I chose to apply Robert Nozick’s deontological libertarian framework to this case. As an advocate of the minimal state, Nozick allows the state very little legitimate room for action. Proving the legitimacy of state intervention using deontological libertarian arguments can easily be considered a least likely case: a case that strengthens both the theoretical argument, as it is much more difficult to argue for than when using a more state-friendly and anti-business lens. And, from a social perspective, showing that even libertarians have good cause for taking action against digital platforms makes the case for government intervention much stronger. 
The hard case was cracked: the Nozickian framework shows that moral rights are violated, and in such cases, the government has the right to exact justice. Because the current legislative system does not work adequately to protect individuals against violations, which means that another type of intervention can be legitimized. As a test case, two proposals for intervention in digital platforms were evaluated, using the constraints that Robert Nozick has formulated in his Anarchy, State, and Utopia (1974). Some of these measures would be considered permissible, but many would not. Furthermore, I am skeptical of whether the proposed interventions are able to strike at the core of the issues presented in this thesis. Informed consent is fundamental in Nozick’s entitlement theory. The repercussions of the ways in which digital platforms alter the functions of free speech are so huge that it might prove difficult for their users to fully grasp the consequences of consenting. 
To prevent (or rectify) any misunderstandings; I myself am not a libertarian. This conclusion allows me to break free from the libertarian framework. I do not think that government proposals should be written with Nozick’s Anarchy, State, and Utopia (1974) in hand. As stated: this approach was chosen as a least likely case, to make the strongest case possible in favor of state intervention in digital platforms, to create a breakthrough in a political discussion that seems to have come to a standstill, and to challenge the notion that libertarians must always reject state intervention. This thesis has done that. In addition, analyzing why free speech is important and how those functions are affected, rather than discussing whether restrictions on online speech are permissible, has shown the extent to which digital platforms operate in a harmful way. They have immense power over society; Hirschman’s (1970) theory of lazy monopolies is a possible explanation of why that is so: there is no meaningful alternative, and limited capacity for voice. Their financial power, and international character might be additional explanations. In order to counter the idea that there is no alternative, we need discussion in society: I hope this thesis will contribute to that discussion. Such discussions must be held freely and critically. In the spirit of this thesis: exchanging ideas leads to more knowledge, more autonomy and it ensures that citizens increase their capacity to prevent domination by digital platforms. 
This thesis combined politics, technology and political theory, which is exactly what the discussion on the future of digital platforms requires. Possibilities for further research may include an assessment of how digital platforms reinforce power inequalities, or consider Nussbaum’s capabilities approach to assess how the internet has affected us. Most important would be to contribute to discussions on what state intervention might look like, from different perspectives. After all, it takes an intersection of politics, academia and technology to grapple with the challenges of the digital age. Algorithms may divide people in echo chambers on the internet, but there is no need why we should separate ourselves in the offline world too.
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