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1. [bookmark: _Toc75095884][bookmark: _Toc79573574]Introduction
[bookmark: _Toc75095885][bookmark: _Toc79573575]1.1 Examples of Non-Responsive Government. 
In 2017, Dutch media picked up a story that eventually led to the demise of the ministry of finance’s secretary of state, the former minister of social affairs and the entirety of the Rutte III cabinet. Just before that, in 2014, The Dutch government found out about a large-scale fraudulent system. Groups of Bulgarians could apply for state allowance compensation to help raise their children. Later research uncovered that these ‘children’ for whom they applied for compensation did not exist (Kleinnijenhuis, 2020). By doing this, the Dutch state was essentially giving away free money to people who did not meet the original requirements for this. This was a result of the manipulation of the lenient attitude formerly promoted by the Dutch second chamber. However, when this came to light, the attitude changed. The tax authorities were suddenly ordered to be very strict when it came to giving people the child benefits. This time, the pendulum swung too far in the opposite direction. Thousands of people noticed that their compensation had been stopped. No comprehensive explanation was given by the tax authorities. The strict way that tax authorities were committing to were part of their new approach in which they fared closer to the edges of the law. Eventually they crossed the border as is known now. The authorities are said to have used an 80/20 approach where they thought 80 percent of their stopped compensation would have gone to fraudulent cases and 20 percent would have been collateral damage, including people who did deserve the compensation (Kleinnijenhuis, 2020). Many innocent people had their hard needed allowance cut. When people tried to defend themselves from accusations of fraud, no one would listen, nor would the government adequately respond to their concerns and problems (Kleinnijenhuis, 2020). This did not only cause financial struggles for people. Some people were emotionally scarred by the stress, some people needed medical help for their mental health (Slachtofferhulp, 2020). This went on for years, until 2017. This problem had been going on for years but only then it got enough attention for the people in parliament started to notice.  Along with the question of who to blame, another question appears intriguingly hard to answer. Why did the government not respond with adequate measures when the victims exposed the situation and tried to reach out for help? The problem defined here seems to be that when certain vulnerable groups seek responsiveness from governments, these groups are sometimes unfairly ignored. The issue described is that discrepancy arises between the degrees of responsiveness of the government to different groups of people.
A similar scandal occurred in 2018 in the United Kingdom (UK). In the Windrush scandal more than 80 people who were born in Britain were wrongly detained, threatened with deportation, in some cases deported, denied their rights, passport and other basic needs. People lost their homes, their jobs and their way of life. Many of the victims were people who had a background from different Caribbean countries and were linked to the “Windrush generation” (Rawlinson, 2018).
In Ireland the Corrib gas controversy showed that the concerns of people there did not cause the government to act. Shell wanted to extract gas and move it to the mainland. The citizens who lived close to the site protested and tried to get the government to intervene without success. Shell eventually sold Corrib Gas Field to Vermilion Energy Trust. Despite the major public opposition and ecological dangers, the minister of State for Natural Resources welcomed the company to the Irish market and offshore production commenced in 2015 (Irish Dept of Communications, 2009). The fact of the matter in this example is that specific vulnerable groups in society did not get the level of adequate reaction that was needed from the national government. The government was not responsive when the people needed it.
[bookmark: _Toc75095886][bookmark: _Toc79573576]1.2 Main Question
The examples above make it relevant to understand the mechanisms of government responsiveness. These cases show that the status quo of governments in their responsiveness towards citizens is, in the very least, something that cannot be taken for granted. But why is the responsiveness of governments not equal to everyone? Different factors might play a role and will be analysed in this thesis. The main question that arises from this is: ’Does the economic policy implemented by governments coincide with the political preferences of the social elite and higher educated citizens more than those of the citizens with lower education and social status?’ This research will focus on a combination of two factors: the level of education and the social status people have within society. 
[bookmark: _Toc75095887][bookmark: _Toc79573577]1.3 Aim of the Research
As can be derived from the main question above, this research tries to uncover whether groups of citizens experience different levels of responsiveness based on their level of education and social status. Put differently, the aim is also to understand whether the preferences of different groups can influence government to increase resources to a problem identified by the groups. Responsiveness is a central topic of the research. The responsiveness of five political systems will be measured by looking at the financial budget changes of subjects’ citizens have identified as most pressing in their respective country and the opinions of 4 groups of citizens in five different countries. The societal groups are separated by social status and education level, the categories from which the groups are assembled are named ‘High’ or ‘low educated’ and ‘high’ or ‘average or below social status’.  The countries used in the research are the Netherlands, the Republic of Ireland, Great Britain, Spain, and Belgium. The basic setup is looking at what a specific group of people sees as the main problem facing their country in the time period about which the question was asked. Then this is compared to whether there was an increase in financial resources allocated to a post connected to this problem. Essentially this looks at if problems are dealt with in some way by the government when different groups bring them to the attention of these governments. 
[bookmark: _Toc79573578]1.4 Past Research
Past research on the topic of government responsiveness has often been in the American context (Beard, 1962; Gilens, 2005; Gilens & Page, 2014; Miller, 1967; Monroe, 1998; Page & Shapiro, 1983; Skocpol & Hertel-Fernandez, 2016). These can largely be split into two theoretical schools: ‘Majoritarian electoral democracy theory’ and ‘Elite democratic theory’. The most extensive format was the research done by Gilens and Page (2014). They looked at four theories regarding democracy and its responsiveness to citizens and interest groups. Their conclusion was that American democracy is responsive exclusively to the wealthy and the elites in society (Gilens & Page, 2014). This summarizes most of the American strains of this research. 
Looking at the European research, the cases examined by Giger et al (2012) stand out mostly. They looked at 21 democratic western countries of which more than half were European countries. Their research also concluded that there are no countries in which rich people have the same influence or less than poorer citizens (Giger, Rosset, & Bernauer, 2012). These and more different research conclude with a result similar to the ideas put forward by the elite theories. The Dutch case, being a least likely case, could differ from these. The fact that the Netherlands has one of the most proportional systems in the world makes it a least likely case for lacking responsiveness towards the citizens (Jacobs, 2018). Schakel (2019) looked at the Dutch case and concluded that political participation and interest groups might influence the Dutch results to also favour the rich (Schakel, 2019). What Schakel did not include in his statistical analysis is the influence education can have on the process. When the influence of education is considered, the results might change. Education can influence the opinion and the will of people. Educated people might want different things due to a different perception or deeper understanding of topics. Educated people also tend to have a higher level of income compared to lower educated people (Tilak, 1989). Taking into account education and social status exempts this research from the possible overlap between effect of wealth and education, while still aiming to keeping the essence of wealth influence by incorporating social status. While most research (the above mentioned) looks at policy change to analyse responsiveness, some other research in the US looks at the allocation of financial resources to measure whether there is responsiveness (Soroka & Wlezien, 2009; 2008). 
[bookmark: _Toc75095888][bookmark: _Toc79573579]1.5 Scientific Relevance
The scientific relevance of this research is derived from the gaps left unfilled by the previously discussed research that has been carried out on this topic. Much research has been done, without uncovering a single case where influence of citizens is equal throughout the population. Though the conclusion seems to indicate that true democracy is not apparent in those cases (no democratic system has been found to be responsive to both the elite and poorer classes equally). Taking into account education might uncover an exception. Past research on the Netherlands failed to effectively incorporate the factor education into the formula. Where other research often includes some form of income, this research looks at understanding the effect social status can have. The main advantage of this approach is that you see the effect of people who are not well off in general but do have a sufficient amount of social status and thus the power to influence.  Moving on, no research found combined social status and education for a more complete picture. If wealth, even after education being accounted for, still has a significant effect on the likelihood of policy change, the next most interesting aspect would be the question of why. Why is it not responsive equally? The way responsiveness is measured in this research is by looking at the change in government expenditure on a domain. The type of responsiveness in this research has not been done before let alone with a combination of social status and education. Lastly, two extra variables are used to measure whether the time until the next elections and the left-right scale of the government also influence the responsiveness of the governments. The culmination of all these new ways of looking at this old topic combine into the academic relevance. 
[bookmark: _Toc75095889][bookmark: _Toc79573580]1.6 Societal Relevance
Similarly, the societal relevance is for people to understand whether every persons vote has an equal impact on implemented policy. If this is the case, what would the underlying inequality be that causes this skewed result? When living in a democracy, people expect to be equal in the eyes of the political system. Every vote has the same weight by account of the proportional system in the Netherlands, thus every opinion should count equally too. This research might indicate a situation where this is not the case. One where all people are equal, but some are more equal than other as George Orwell once wrote. 
The identified problem then is that many democracies listen exclusively to the rich (Giger, Rosset, & Bernauer, 2012; Gilens, 2005; Gilens & Page, 2014; Miller, 1967; Monroe, 1998; Page & Shapiro, 1983). This shows itself by resulting in policy often responding more to the will of people who are better off in society. Especially when the will of the rich and the poor differ, this policy implemented seems to exclusively be the will of the rich. 


2. [bookmark: _Toc75095890][bookmark: _Toc79573581]Theoretical Frame
[bookmark: _Toc75095891][bookmark: _Toc79573582]2.1 Literature Review
[bookmark: _Toc75095892][bookmark: _Toc79573583]2.1.1 Theoretical Historical Roots
This section explains the overarching theories on citizen influence on politics. Though these sources are older and originate in the United States, the importance of this part cannot be understated. The origin and essence of the theories helps understand the original causal ideas that created the theories. It also helps us understand how these same mechanisms could work in the relevant cases in European democracies. Firstly, by looking at majoritarian democracy theory, followed by economic elite theories. Theories that either argue that the majority of voters hold the main power in shaping policy outcome or that elites hold the power in shaping policy outcome. 
One of the first scholars to discuss the effect of majorities on democracy was Tocqueville (Gilens & Page, 2014). Tocqueville famously feared the power of the omnipotent majority, saying that omnipotence should only be held by God (Mansfield & Winthrop, 2000). This was in a period of time where Jacksonian democracy began emerging. Suffrage was being expanded to a larger group of citizens, all still being people who were white and male. Simultaneously, a suspicion began to emerge of the increasing power of the federal government (Tsesis, 2012). Contrary to contemporary sentiments that arguably see small groups holding large power in today’s politics and society as a problem, back then it was the shift towards larger groups of people holding power that was perceived as dangerous. This was later described by Dahl as populistic democracy (Gilens & Page, 2014). This form of populistic democracy is opposite to the theoretical school of elitism where the people should be ruled by the elites because they are subordinate to the elites, not only morally but also culturally and intellectually (Mudde & Klatwasser, 2017). 
Moving on, the distant past is linked with more modern incarnations of political theories. In a democracy responding to the will of the people, rational choice theorists theorized that parties would transform into vote seeking parties. Vote seeking parties are parties in which the main goal is not ideological integrity by having standpoints voters could agree or disagree with (Downs, 1957). Their goal is rather to maximize the amount of votes the party can get by mixing and matching their standpoints to align with those of the majority of the voters. This change paved the way for the median Voter theorem. Which in itself stems from Anthony Downs who proposed that when a political system has two parties, the parties would deliberately change their stance to gravitate towards the middle of the spectrum. Conversely, if a party system has more parties (as the Netherlands, Spain, Belgium and Ireland do) the parties would try to become as ideologically different to each other as possible (Downs, 1957). A further note here is that both these ideas put the voters in a theoretical position of power to which the parties try to adjust themselves. Bluntly put, voters have power in these theories. And arguably more importantly, as pointed out by Gilens and Page (2014), these theories illustrate a process with an outcome of policy that is intrinsically most democratic, “In the sense that it would be preferred to any alternative policy in head-to-head majority-rule voting by all citizens” (Gilens & Page, 2014).
This theoretical perception of policy outcome has been criticized for not being logically stable. Pioneered by Kenneth Arrow and elaborated on by Richard Mckelvey, the main idea is that the theories mentioned above only work in a unidimensional system (Mckelvey, 1976). When the system is multidimensional and there are thus more than two options for a policy outcome, majority rule is unstable. This is called the Mckelvey-Schofield Chaos Theorem. Whenever there is more than one dimension in which decision makers can diverge, there is almost never a point in which the majority rule constantly ends up on. This creates a theoretical system that favours whoever controls the order of voting (Mckelvey, 1976). Though this leaves a theoretical opening for malicious intent it is good to point out that a possibility of this does not mean a practical probability. Concluding this criticism, it is worth mentioning that the idea that majority dictates what happens in policy is still supported even with the theoretical criticism (Gilens & Page, 2014).
This has been the introduction of the theoretical branch of (mostly) political science that argues that policy outcome is commonly shaped by the preferences of the majority of the voters. The fact that in the very basis of this theory, party systems play a large role directly emphasizes its importance. 
As a counterweight to the previously discussed theories, economic elite theories argue that wealthy citizens have a more dominant influence on policy making than citizens without this ‘extra’ wealth (Gilens & Page, 2014). However, some theories involve the argument that influence is caused not only by the broad term wealth but also by other factors like business ownership or social status. A crucial note is that this (my) current research includes an argument based on social status as the factor for influence. 
Charles Beard was one of the first to argue through this tradition that the economic factor dominated policy reform (Roper, 1984). He even claimed that the constitution of the United States was written in such a way as to favour wealthy people (Beard, 1962). Then there was the more influential work by Domhoff (2013) in which he argues that elites, working through institutions like: ‘foundations, think-tanks, and through the financing of lobby groups and politicians’, may dominate key issues in U.S (Miller, 1967).
Jeffrey Winters introduced a theory of “Oligarchy,” Saying that the wealthy dominate key issues as it the United States were a “Civil oligarchy” (Gilens & Page, 2014). The last, most recent, and possibly most telling work discussed in this section is the work by Theda Skocpol. She argues that the Republican party is being run by a group of billionaires working together in the ‘Koch Network’ (Skocpol & Hertel-Fernandez, 2016). An example of how they control the party is a dinner they organize every so often at which they invite the candidates for elections who are running in the name of the Republican party. During the dinner, the candidates are asked to present their stance on different issues and explain their overall program. Then the attendees can discuss which candidate they can back financially (Skocpol & Hertel-Fernandez, 2016). In a system where campaign funds are crucial to the overall chances of getting elected, this sort of influence is large and can undoubtedly change election results (Dawood, 2015). 
[bookmark: _Toc75095893][bookmark: _Toc79573584]2.1.2 Current State of Affairs European Research
To illustrate what the current state of this research topic is in Europe, this section elaborates on what has been written about the influence of citizens on policy in Europe. 
Giger et al. (2012) looked at the representation of poor people versus rich people is different western and European countries. Stating with the fact that the US had been looked at much already and surprisingly little attention was given to the rest of the world. Luckily, this has changed in the past 10 years. They argued that it first needed to be analysed whether rich and poor people generally differ from political preference in parties at all. They found this to be the case, generally speaking. Secondly, they found that in no country poor people have more influence than the rich have. Conversely, there is a difference at the extent to which the rich hold more influence than the poor (Giger, Rosset, & Bernauer, 2012) . 
Peters and Ensink (2015) published a research with the similar goal of levelling the playing field on this subject between the US and Europe. They looked at 25 European countries to find whether politics responded more to the preferences of the rich than of the poor. They also looked at whether the possible gap in responsiveness could be partially explained by voter turnout differences in the rich and poor groups (Peters & Ensink, 2015). They found lower income groups to be structurally underrepresented compared to their richer counterparts. As for the turnout factor, lower turnout increases the overrepresentation of the rich preferences (idem). What part of this variation is determined by education has not yet been identified, however. It does not seem likely, from a logical point of view, that apathy towards voting is directly explained by how much money you have.
As seen above, education might have a role in the responsiveness of politics. In the section below, the Dutch cases are explained, and the missing education factor is elaborated upon. Apart from that, income might not be the factor that explains influence best. Research of William, John and Putterman (1999) shows that income alone does not represent a decisive factor when looking at influence. The influence also depends on other factors like political system, campaign financing process and strength of labour movement (Bassett, Burkett, & Putterman, 1999). Arguably this means that the income effect is only relative to the social status of the working class (due to the labour movement) and the status that can be bought in campaign financing (when looking at the elite people in a society). This is the reason that social status is used as a factor in this research whereas most other literature uses income or wealth. After the discussion of the existing body of literature, the case for social status as a factor in this research is combined with the additional factors and theorized further.  
Having discussed a portion of the written academic literature regarding both majoritarian electoral democracy and the elite theory, this section further focusses on the European case. Specific factors are given extra attention. Overall, the stage is set for where the current research can fill the gaps left by previous research. 
Plenty of academic research has been done on the preferences of citizens influence policy change in Europe (Hakhverdian, van der Brug, & de Vries, 2012; Schakel & van der Pas, 2020; Hanegraaff, Berkhout, & van der Ploeg, 2020; Peters & Ensink, 2015; Schakel, 2019). A research by Schakel (2019) on unequal policy responsiveness in the Netherlands discusses this. It is set up by looking at 291 potential policy changes between 1979 and 2012. As with many previous findings, the first finding was that responsiveness seems far more present for high-income citizens than for middle- and low-income citizens (Schakel, 2019). Three possible causal factors are introduced. First, political participation of the groups, mainly seen as voting. Second, the socioeconomic background of parliamentarians is considered. Lastly, corporate lobbying is seen as a possible causal factor. Political participation seems to be the only factor with a clear causal link, though it cannot explain all variation. The descriptive participation factor of the socioeconomic backgrounds of parliamentarians does not seems to have a big influence though they admit it was researched with limited data. The lobby perspective did not yield the hoped explanatory power. Apart from that, income was taken as an independent variable which they admitted could have been switched with wealth (Schakel, 2019). Notably, education as an explaining factor is missing and not considered in the research.
However, Bovens and Wille (2017) did inspect education. They claim that the political process is dominated by the highly educated (Bovens & Wille, 2017). This is not a surprising fact, simply because in order to be a political representative running a country, you are expected to be highly educated. What might be considered surprising is that they also claim that education leads to easier acquirement of a preferred political outcome. This indicates that a further inspection of education as a factor is needed. 
Three years after the book of Bovens and Wille, Wouter Schakel also includes education in another research (Schakel & van der Pas, 2020). Together with Daphne van der Pas he looks at educational inequality in policy representation in the Netherlands. They find that “the views of the lower and even the averagely educated are not associated with policy change at all when they diverge from the most highly educated” (Schakel & van der Pas, 2020). Pairing this discovery with the known fact that more educated people tend to be wealthier (Tilak, 1989) begs the question, what part of the inequality in responsiveness between wealthy and less wealthy can be explained by education? When education is added as an explaining factor contributing to the process of (non) responsiveness of governments, a clear distinction can be made between what effect social status has and what effect education has. Education then helps with singling out the effect of the social status. This research thus contributes to the existing body of knowledge on this subject by looking at the question of responsiveness in Europe in a new way. Using both social status and education combined creating a new and more precise understanding of the causal factors in responsiveness in Europe. 
When looking at education as a factor it is important to look at the past evolution of education in the context of a country, for example in the Netherlands. The education gap between the rich and the poor in the Netherlands has not widened over time and the education gap between the spectrum of political interest has even narrowed (Hakhverdian, van der Brug, & de Vries, 2012). This means that the variation in responsiveness for higher and lower educated citizens is unlikely be caused by inherent difference in political preferences between left and right.
The last factor that must be explained in this part of the chapter is the way responsiveness is executed by governments. Most research, as seen above, take one of the two main approaches. Responsiveness is either measured by looking at the most popular measuring tool: changes in policy. Most discussed research takes this approach (Gilens & Page, 2014; Schakel, 2019; Schakel, 2019; Peters & Ensink, 2015; Page & Shapiro, 1983).
 The second approach of assessing responsiveness is looking at the financial resources allocated to specific domains. An example of this approach is seen in the research of Soroka and Wlzien (2008) where they measure responsiveness of the government to societal groups based on different income- and education levels by looking at financial resources allocated to preferred domains of the societal groups. This research looks at the US and the results show that only some domains are susceptive to the influence of higher income. Thus, the responsiveness in expenditure by the government seems to have limited changes due to income in the US (Soroka & Wlezien, 2008). This paves a path for the addition of financial resources allocation as a factor to measure responsiveness of governments. In the topic of responsiveness Soroka and Wlezien (2009) also deliver a different conclusion to the “doomsday chatter” in contemporary academic literature concerning responsiveness (Barabas, 2011). They argue that responsiveness works as a thermostat changing along with public preferences. The process boils down to three steps (Soroka & Wlezien, 2009). The first step represents a difference between what public preferences are and the actual policy implemented by the government. This causes the public to send a message to the government for change in policy. The second step is policy makers, representing the government, responding to the message by changing the policy in the direction of the demand (idem). The third and last step is made by the public whose message dies down amidst the actions of the government complying with the demands.  This represents a format which can be used to anticipate government responsiveness. Following this causal mechanism, sometime after the initial discontent message of the public, the government responds with changes.  
[bookmark: _Toc75095894][bookmark: _Toc79573585]2.2 Theorizing Basis for Research
With all the research mentioned that finds a positive link between income and responsiveness of policy change in Europe, we expect this link to also be present looking through the causal lens of education and social status. Income is a fixed number that does not directly cause responsiveness (Bassett, Burkett, & Putterman, 1999). Assuming that in the chosen European country’s income is not the sole predictor for responsiveness, other direct causal factors could better explain responsiveness. These factors might serve as the reason behind the impact of income. The two main predictors that come forth from the discussion of the previous research of these topics are social status and education level. Social status explains the prestige people have within society. Research has already pointed out a likely link between status and political preference (Hall & Gidron, 2017) They also claim that citizens fear their lack of influence based on their social status, calling this “status anxiety”. Therefor finding a possible link between social status and government responsiveness could serve as a step towards complete understanding of the political process and how it is influenced. 
The factor education can have a similar effect. As explained in the discussed academic literature, lower educated people seem to experience less responsiveness from the government (Soroka & Wlezien, 2008; Schakel & van der Pas, 2020) But combining the two might fill in gaps left by excluding one or the other. Logically piecing it together, it might be expected that higher educated people experience more responsiveness and where people are not higher educated, social status can support a higher responsiveness. The only group that would then be expected to receive no responsiveness from the government is the group without higher education and without higher social status. 
Similar to the work of Soroka and Wlezien (2008; 2009) the responsiveness searched for might take the form of increase spending on domains where different groups form the opinion that a problem exists. Unlike their research, the explicit ‘message’ the groups are argued to send, does not have to be so explicit. This is because it is difficult to produce a frame within which a clear and perceivable form of ‘message’ can be evaluated. In different terms, the question ‘What counts as a clear message?’ is too complicated to adequately answer. Apart from that, the exemption for this criterion does not prevent a clear distinction between responsiveness and non-responsiveness by governments. 
Two other factors that might play a role in the effect of the factors education and social status on responsiveness are the time until the next elections and the left-right scale of the government.  For the first factor, the time until the next elections, it is known that the closer new elections are, the more active governments are to address key issues concerning citizens (Dipoppa & Grossman, 2020). This can then influence the picture drawn of how responsive governments are. Next, the left-right ideological positioning of governments can exert influence as well. This is because the way parties respond to socio-economic problems are largely formed by their left-right ideology (Pennings, 1998). 

Education and social status might then cause two other mechanisms to influence the process. Two factors are expected to play a causal role in this outcome: firstly political participation, secondly descriptive representation. 
People who participate in politics have, following obvious logic, influence on politics. As Bovens and Wille (2017) explain, higher educated people tend to participate more in politics thus making it easier to communicate and pursue preferences. Apart from the fact that there is evidence that people with higher income participate more in politics. This makes it likely that wealthy people have a similar tendency to participate in politics (Schakel, 2019). Political participation can be explained as voting and/or participating in (local) political parties or institutions. This might explain some of the expected results, though not all. 
Another causal factor could be the descriptive representative state of countries. In some countries, like the Netherlands, no part of government clearly mirrors the diversity of the electorate in the political representatives (Bovens , 2006). Descriptive representation would be a system in which the political representatives in some way mirror the makeup of society looking at race, gender and class. For this research, looking at class might be the most useful as it is a possible causal factor. Because most representatives in politics are highly educated, the only major dividing factor left is background. This means that if clear distinction is found between the responsiveness towards the different groups, a part of this effect could be attributed to the lack of descriptive representation in the governments of the cases. Which would then warrant further research intro this possible causal link. 
Concluding the framework, the expected result of the analysis of the effect of social status and education on responsiveness to citizens political preferences is that financial resources will increase for the problems identified by the higher educated and people with higher social status.  

[bookmark: _Toc75095895][bookmark: _Toc79573586]2.3 Hypotheses
The following four hypotheses are a logical conclusion of the theoretical chapter of this thesis. 

H1: The societal group with higher educated people who have high social status are more likely to see their perceived problem addressed with the allocation of more financial resources by the government than the other societal groups. 
H2: The societal group with lower educated people who have high social status are more likely to see their perceived problem addressed with the allocation of more financial resources by the government than the societal groups who are lower educated and have lower social status. 
H3: The societal group with higher educated people who have lower social status are more likely to see their perceived problem addressed with the allocation of more financial resources by the government than the societal groups who are lower educated and have lower social status. 
H4: The societal group with lower educated people who have lower social status are less likely to see their perceived problem addressed with the allocation of more financial resources by the government than the societal groups who are higher educated and have higher social status. 


3. [bookmark: _Toc75095896][bookmark: _Toc79573587]Method & Justification
The method chapter explains the type of research this is and why this is chosen. Starting with a short reminder of the aim of this research. It moves on to describe the sources of the data and the sample from the population it represents. After this, the argument is made why the Eurobarometer data is chosen, followed by the description on how the countries data is gathered. The type of statistical analysis done, and the arguments why are explained thereafter. Then, the quality of the method of research is explained with an introduction the control variables along with the arguments for using them. Lastly a list of the used variables is presented to clearly show each variable and its role in the research.
[bookmark: _Toc75095897][bookmark: _Toc79573588]3.1 What are we Trying to Find Out?
As was discussed in other chapters in this research aims to improve the academical understanding of the process of responsiveness that governments follow to serve its citizens. European research has mainly seen income as an influential factor. Taking this as a starting point, this research added education and changed income to social status. This way, the monetary aspect of wealth is taken away and only the resulting impact of the financial resources is used as a grouping variable. This leaves us with the four groups that are used in the analysis. Dived in high and low social status and high and low education. The research takes the main concern regarding their respective countries and calculates the percentage of people who are in agreement a specific problem is the main problem. This percentage is used as the independent explanator variable. What we end up with is different groups with different percentages of people wanting different topics to be addressed by the government. The analysis uses these percentages to analyse whether the perceived main problem of one group is more often addressed then the perceived problems of the other groups. With the results one could further understand why some governments disproportionally respond to the will of certain groups of people in their societies. 

[bookmark: _Toc75095898][bookmark: _Toc79573589]3.2 Nature of the Research
To understand what the degree of responsiveness is of the governments of the United Kingdom, Ireland, Belgium, Spain and the Netherlands, this research takes a quantitative approach. These countries are chosen to facilitate the acquiring of data on citizens and governments. With the aim of understanding the impact of public opinion of different groups in society a large amount of data is needed to assess possible correlation. This means that at least five countries are needed. With this requirement the most logical cases to proceed with are countries that are close together geographically and have little miscellaneous variation and have a bridgeable language barrier. This search is concluded with the five countries that meet these requirements mentioned above. The subject of responsiveness has been researched often and to understand the smaller undocumented details, a quantitative approach suits best. In this case the combined variables of education of citizens and their social status requires a large number of respondents and data to produce a statistically valid result. 
[bookmark: _Toc75095899][bookmark: _Toc79573590]3.3 Respondents and Data
The data on respondents from the UK, Spain, Ireland, Belgium and the Netherlands is extracted from the Eurobarometer Program data. This is program was started by the European Commission in the 1970’s. It was later decided to give the scientific community access to the primary data for secondary use, alongside the use to the understanding of citizens attitudes towards Europe by the European commission (Gesis, 2021).
The Eurobarometer data is chosen because it shows a consistent string a data from 2009, twice a year until 2019 for all five countries. The used data consists of one question where respondents are asked to name the two largest problems that their respective country faces and demographic questions on education and wealth. The options of the former question are: ’Criminality, Economic situation, Taxes, Unemployment, Terrorism, Housing, Immigration, Public health, Education and Environmental protection’. For statistical soundness, last options were given as ‘other’ and ‘Don’t Know’. The reason for this is that the possible answers for a question have to be exhaustive of the possible real-world answers. If some answers are not presented and no ‘other’ option is given, the research could wrongly conclude that there are no respondents with other possible answers. Adding to that, some people will not know an answer. Following the same logic, the researcher does not want to force respondents into an answer which could lead to results that do not reflect the reality of what respondents thought. 
The Eurobarometer collects data using surveys every 6 months on the opinion of European citizens. The data set consists of 1000 respondents per country, aged 15 and older, who completed the interview. For the analysis, respondents between 15 and 17 are taken out to only accommodate adult responses. A list of the used Eurobarometer surveys can be found in the appendix. The respondents are categorized into 4 groups. Respondents are categorized to represent ‘high social status’ and ‘average and below’ and ‘higher educated’ and ‘lower educated’. This will aid in the analysis when trying to understand the effect wealth and education have combined on the responsiveness of government on the opinions of these groups. 
The categorization in terms of social status goes as follows: A question was included on the self-reported social status ranging from 1 being low status to 10 being high status. The question was formulated as follows:” Could you please tell me where you would place yourself on the following scale? Where '1' corresponds to "the lowest level in society" and '10' corresponds to "the highest level in society”. This is turned into a dummy variable where answers ranging from 1 until 6 are classed as average or below and 7 and higher are classed as elite social status. The reason for this being that the aim of this research is looking at elites of society. The argument is that elites would not classify themselves as 6 or below. From 2012 until 2019 the variable is made up out of self-reported social status ranging from 1 to 5. Here 1 through 3 are average or below social status and 4 and 5 are elite social status. 
Admittedly using self-reported data responses to categorize respondents is not ideal as it makes it harder to make an argument for the categorization of the respondents in their respective groups. Concessions have to be made using the current data and this manner is the most robust and only feasible option. Though other research shows that self-reported data has the least problems when the information reported on has a short recall period (Short, et al., 2009). Luckily, social status does not require recalling information from long ago thus providing a strong case for the use of this data. 
Higher and lower educated respondents are all categorized in the same manner. The question was:” How old were you when you stopped full-time education?” Respondents who finished their full-time education at the age of 20 or below are categorized as lower educated and the respondents who finished their educated at a later age are categorized as higher educated. The reason for this is that after high school, following higher education takes about 4 years. After high school people are expected to be at least 17 years old, making it a simple sum of the age plus the time it takes to become higher educated. People who were still studying were put in the higher educated groups based on age. Older than 20 is highly educated and below is lower educated. People without full time education in their life were also categorized in the lower educated group. Respondents who are 19 and have started higher education are still placed in the lower educated group. The is arguably the biggest flaw in this method. However, this way of working argues that people who have not finished just started higher education still have more in common with the lower educated group than with the higher educated group who have had the time to complete a full higher education. Which is arguably better than admitting lower educated 19-year-olds to the higher educate group. Admittedly this is an imperfect method of categorizing but is deemed adequate for the use in this research.
[bookmark: _Toc75095900][bookmark: _Toc79573591]3.4 Process of Data Management
The data is used to create an original data set. The individual respondents’ data is computed into new variables and categorized. All the opinions of the individuals are aggregated into percentages. The percentage of people agreeing on a specific problem as the most pressing problem per group is the independent variable. 
To measure responsiveness, the state expenditure on a given topic for a given period is compared to the previous period. If for example, one group chooses criminality as their major problem facing their country, the analysis would include whether there is a change in expenses comparing the next year to the year prior. This also is computed into a new variable and added to the original dataset. Not only the actual expenses are included, but the budget is also used. This expands the amount of points the research looks at. This results in measurements of the difference between last year’s expenses compared to the new budget and the budget in comparison to the actual realized expenses. To aim for the goal of uncovering the correlation and causation of public opinion on state expenses, more causal factors are taken into account. The data is gathered from online sources and direct contact with government institutions.
[bookmark: _Toc75095901][bookmark: _Toc79573592]3.5 Data Analysis
In this research four binary logistic regression models represent the different groups of respondents categorized as ‘higher educated and higher social status’, ‘higher educated and average or below social status’, ‘lower educated and elite social status’, lastly ‘lower educated and average or below social status’. This analysis is similar to a normal regression model where the data points are used to create a model in which new cases of independent variables can estimate and predict the outcome of the dependent variable. This would be done by calculating a line following the path where the difference between the predicted line and the used independent variable points is smallest. However, in a binary logistic regression, the dependent variable is a dummy variable where only two options are possible. In this case the prediction is made based on the most likely line that can be drawn between the data point of the dependent and independent variables. This is called maximum likelihood. This calculates the likelihood of different patterns of combinations between the dependent variable and independent variable. This is done until the next prediction does not predict the possible outcomes better than the last pattern. Because the data used in this research has a high probability of being clustered, dummy variables for these clustered groups are added. The groups are the years between 2009 and 2019 and the countries the United Kingdom, the Netherlands, Belgium, Ireland and Spain. In this way, the possible effects of the clustered data do not affect the reliability of the outcome. 



	
	Lower Educated and Average or Below Social Status
	Higher Educated and Average or Below Social Status
	Lower Educated and Elite Social Status
	Higher Educated and Elite Social Status

	The Netherlands
	o
	x
	x
	x

	Ireland
	o
	x
	x
	x

	The United Kingdom
	o
	x
	x
	x

	Spain
	o
	x
	x
	x

	Belgium
	o
	x
	x
	x


o= policy not responding to their preferences
x= policy responding to their preferences 
As shown above, the illustration of the formulated hypothesis are the governments are exclusively responsive to the preferences of the high social status and the highly educated, with no statistically significant influence from the education of the respondents. 
[bookmark: _Toc79573593]
3.6 Control Variables 
To measure the impact of wealth on increased spending and responsiveness more accurately, other influential factors have to be accounted for. Big changes in government spending can be attributed to different causal factors having nothing to do with the social status and education level of citizens or their opinions. Leaving these factors unchecked invites the risk of skewed results. Therefor some variables that must be taken into account are explained here. 
Total government spending change (in percent) is taken into account because if the government as a whole spends more, the chances of the domains in question receiving more funding increase logically. When the government can spend more, different categories have a greater budget without in being only influenced by citizens preferences. Inflation is also controlled for. If prices rise, more spending by the government is not responsiveness, it is trying to achieve the same results as before. Lastly two other control variables are added to the analysis. Because there might be variance in responsiveness between a period close to elections and a period far from elections, a variable was added to control for this variance (Dipoppa & Grossman, 2020). Similarly, the ideological position of a government in power could also influence the responsiveness to different groups because of inherent differences in policy by different coalition (Pennings, 1998). This is the reason for the inclusion of a variable that controls for the effect ideological left right orientation of a government might have.
Apart from the control variables, the data used is clustered data. The individual responses are aggregated to form the group’s responses. These groups are nested in different countries. Each country had its own variation that does not represent the process of responsiveness as a whole. This variance might influence the analysis leading to a larger standard deviation and ultimately a larger p-value than needed. This would make cases appear to be significant when they are in fact not significant. To stop this from happening the countries are seen as nested data and thus the variation between the countries is controlled for. Similarly, the years in which the data of the countries and the groups are placed also represent a case of nested data. A certain year might see a change in education investment by many European countries because of external influences. The cause of this influence could have nothing to do with the correlation and causation that this research is looking for. As is the case with the different countries, the variance found between the years will also be controlled for to ensure a pure look at the influence the groups have on politics.

[bookmark: _Toc75095902][bookmark: _Toc79573594]3.7 Used Variables
Below all used variables are briefly expressed to lay the foundation for the statistical analysis part further in this chapter. 

	Variable Name
	Type of Variable
	Range of variable

	Increased Spending
	Dependent Variable
	0 – 1

	Percentage
	Independent Variable
	0% - 100%

	Left-right scale
	Independent (Control) Variable
	1 – 10

	Next election’
	Independent (Control) Variable
	0 – 4.5**

	Dummy Variables Country 
	Independent (Control) Variable
	1 – 5*

	Dummy Variables Half Years
	Independent (Control) Variable
	20092 – 20192**


*:   (each representing a country)
**: (each representing half year)


‘Increased spending’ is the dependent variable. Responsiveness is measured with this as the output variable. Governments are labelled responsive if their spending in the six months after the surveys were conducted increases. This increase is categorized with a ‘1’. If governments do not increase spending the category is ‘0’ and thus not responsive. 
‘Percentage of people in agreement on main problem of their country’ is the main independent variable. This variable can differentiate between how much different groups of people want a specific problem to be addressed. 
‘Left-right scale’ is the first control variable. This variable was borrowed from (van der Veer, 2020). It was constructed by using a ten-point left-right scale from Döring and Manow's (2016) ParlGov dataset. Scores below 5 show an economically left party government, scores above 5 indicate a right-wing party government. The scores are weighed using the number of seats allocated per party in the government. The more seats a party has relative to the maximum number of seats, the heavier their score is in the calculation of the government score (van der Veer, 2020, p. 2). With this variable, the aim is to exclude the effect the left-right score of a government can have on the measured responsiveness. Without this score, results could be skewed in such a way it could attribute responsiveness of the governments to a certain societal group when the causal effect could be traced back to a government being either left- or right-leaning. 
‘Next election’ is the second control variable. The variable was again borrowed from van der Veer’s research (2020). This variable shows the amount of time the point measured is from the next election of that specific country. The aim of this variable is to control for any responsiveness caused by parties and governments trying to appease its citizens a short time before the elections.  If governments are very responsive half a year before the next elections this could skew the results and make it seem like governments are generally responsive when in reality, they only respond when being unresponsive would results in a possible loss of votes in the upcoming elections. 
[bookmark: _Toc75095903]Lastly, ‘Societal groups’ is the categorization used to categorize all the opinions from the original Eurobarometer data set into the desired groups. The first group consists of people with high social status and high education level. The second group includes people with high social status and low education level. Members of the third group have low social status and high education. The fourth and last group has people with low social status and low education level in it. Every analysis done later in this chapter has a single group added by selecting only the percentages (as the independent variable) of a specific group. This means that the groups are not an actual variable used in the analysis.
[bookmark: _Toc79573595]3.8 Nested Variables
As explained in the method chapter, the data gathered from different years and different countries has the risk of being clustered. To prevent any negative effects from emerging in the results, the clustered data is controlled for. Now the variables ware dummy coded and added to the analysis. This way the independent effect of each of the 22 half-years and each of the five countries can be observed. This does not mean however that all year and countries are included as a dummy variable. The first part of 2009 is excluded and the country the Netherlands is excluded as they serve as the comparing options. The influence of all years is compared to the influence of the first part of 2009 and all countries influence is compared to the influence of the Netherlands. 



4. [bookmark: _Toc75095904][bookmark: _Toc79573596]The Statistical Tests
This chapter delves into the analysis of the research. First, an explanation of the used methodology and its link with the grouping variables is given. Next the statistical methods used are explained shortly along with the necessary statistical assumptions which are explained as well. The next part of this chapter will paint a portrayal of the statistical results. This part is divided into 4 parts. Each part explains the results for a different group of the examined population. Lastly, the miscellaneous distinctions derived from working with the data are highlighted to sum up efficiently all that was learned from this statistical process. 
[bookmark: _Toc75095905][bookmark: _Toc79573597]4.1 The Statistical Tests 
The statistical test used in this research is the binary logistical regression test. This test is similar to the regular linear regression. In that test a model is created using known data to be able to predict the outcome of other values. This would enable one to predict odds for an outcome of a certain situation when the required things are happening (values are present). Or one could add variables to the model to better reflect the reality of the situation. This way, different attributing factors can be discovered, furthering the knowledge of how a certain outcome comes about in the real world. However, when an outcome that we want to predict only has two options, a linear regression cannot be used (Field, 2016). This is where the binary logistic regression comes into play. 
The aim of a logistic regression is first to understand whether a certain situation results in either a 0 or a 1 as a result. As this is a binary outcome the 1 and 0 are in these cases linked with ‘rise in government expenditure on a subject’ and ‘no rise in government expenditure on a subject’ respectively. 
The initial equation to answer this question is similar to the linear regression model. 
Y= β0 + β1 X1 + ε
In this case, Yi stands for the outcome. As mentioned, this can result in a ‘’1’ or a ‘0’. Coefficient b0 is the Y intercept. When all other values are 0, this is the minimal value for Y. Coefficient b1 quantifies the relationship between the independent variable and the Y outcome (Field, 2016). X1i is the predictor variable which in our case would be percentage of group in agreement on main problem for their country. Lastly ‘ε’ stands for the error term that all models inherently have.  
Y= β0 + β1 X1 +……+ β28 X28 + ε
In our model, X2 and X3 stand for the left-right scale of the government and the time until the next elections respectively.  X4 to X28 represent the remaining dummy coded year variables and dummy coded country variables. The model would represent a leaner relationship between the prediction variables and the outcome variable. Because the outcome variable only has two options, the linear relationship however does not represent the reality of the situation. An outcome can in fact only be 1 or 0. A model that produced anything in between those values then obviously does not represent a real-world outcome. This is why a logistic regression, instead of prediction an outcome of a situation, predicts the probability of a certain outcome occurring (Field, 2016). 
[image: ]
In this equation, P(Y) represents the probability of Y occurring under the circumstances of the input. ‘e’ here means the base of natural logarithms (Field, 2016). The portion between the brackets here represents the model of a linear regression. Again, this is the simplest form. Like with the model for linear regression, the equation used for our calculations is different. 
[image: ]
The picture shows a form of an extended probability equation. The probability equation used in this research would have the “β0 + β1 X1 +……+ β28 X28” between brackets representing the original model. This model would produce a number between 0 and 1. Unlike the linear model outcome, this number is useful in the real world. This value represents the probability of Y occurring. A value closer to 0 means there is a lower probability of Y occurring. A value closer to one means there is a higher probability of Y occurring. 
In a logistic regression the parameters (β) in the equations, are estimated. The estimations are carried out using the maximum-likelihood estimation. This estimation fits models using the available predictors. The parameters are chosen by comparing the models and choosing the ones which results in values closest to the observed value Y (Field, 2016).
When the parameters are estimated, a model is produced. Apart from wanting to know the model, knowing how well the model fits also bares importance. Assessing the fit of the model is done using then log-likelihood. This is the equation of log-likelihood:
[image: ]
This value is calculated by summing the probabilities associated with the predicted and actual outcomes (Field, 2016). It quantifies the amount of unexplained information there is left over in the model. This means that a larger value of log-likelihood means there is more unexplained information and thus the model does not fit well. Conversely if the value is small, the size of the leftover unexplained information is little, meaning the model fits well. 
Another evaluation of fittingness that provides valuable information is obtained by looking at coefficient β. This is done using the ‘Wald statistic’. This test indicates whether the coefficient is statistically significantly different from 0. If this is the case, it can be assumed that the predictor variable linked with the coefficient is making a significant contribution to prediction Y in the equation. 
To interpret the logistic regression, one of the more important values is the odds ratio. The odd ratio indicates a change in odds resulting from a unit change in the predictor variable. This value is exponential of β (Field, 2016) If the value is more than one, it represents the factor in which the odds and thus probability change(s). When the value is below 1, is represents the factor to which the odds decrease per unit increase in predicting variable.  When this value is not significant, the confidence interval of the odds ratio can still provide valuable insight. These values indicated with 95 percent confidence that range between which the odds ratio can vary. If both values are either below or above 1, this could at least provide a strong indication of the relation between the predictor variable being positive or negative respectively (Field, 2016).
To understand which model fits the data best, this research uses the chi-square value and its significance value. The chi-square value compares the simplest model with a model without explaining variables. A high and significant (p<0.05) chi-square value for the model (1) indicates that it significantly increases fittingness of the model better than a model only the constant in it (model 0) (Field, 2016). The next model (2) is then comparing to model 1 and a significant and large chi-square value can then indicate an even better fitting model and so on. Important is that the chi-square value for the model can be different from the value of the new block added (extra variables in the new model). For example, a new block can have an increase in fittingness, but the fittingness might not be significant. But if the model itself does become significant fitting because of the new block, it is still an improvement. 
Another way to see how well the model fits the data is by looking at the Nagelkerke R square. More specifically, this value measures the partial correlation between the outcome variable and the predictor variables (Field, 2016). In other words, how much of the data can be explained by the model. There are other values that do the same, though the Nagelkerke value is computed in such a way as to reach from 0 to 1, making it easy to understand (for me at least). A value of 1 means all of the data can be perfectly explained by the model, 0 means nothing can be explained. 
[bookmark: _Toc75095906][bookmark: _Toc79573598]4.2 Assumptions 
When using statistical tests, certain conditions have to be met to ensure what is being done actually works. In almost all statistical tests where some form of linearity is searched for, three similar assumptions must be met. If these assumptions are not met or ‘violated’ then the test statistic and the p-value and thus the outcome of the test is not to be trusted (Field, 2016). 
The first assumption is that the relationship between any continuous predictor and the logit of the outcome variable is linear. This is tested later on by looking at whether the interaction term between the predictor and its log transformation is significant (Field, 2016). 
The second assumption is the assumption of independent errors.  This assumption essential asks whether the errors that are present in the model are independent. This can be violated when the data is gathered from different groups which have unique variance within that do not match the variance of other groups (Field, 2016). This would lead to significant outcomes that in reality are not significant. This will be explained later in this chapter. 
The third and last assumption is multicollinearity. This assumption is that no two or more predictors should correlate strongly. Because this would mean that the effect of individual variables cannot be clearly separated (Field, 2016).
[bookmark: _Toc75095907][bookmark: _Toc79573599]4.3 Assumptions Test Results
Before we can start analysing the results of the logistic regression, as mentioned before, the assumptions have to be met. In the following part the assumptions are tested. 
[bookmark: _Toc75095908][bookmark: _Toc79573600]4.3.1 Linearity of the Logit
The test here is whether the relationship between any continuous predictor and the logit of the outcome variable is linear. This test was done by running a regression while including variables that are the interaction between the predictor variable and the log of itself. This was done with the variables: ‘percentage’, ‘left-right scale government’ and ‘time until next election’. Luckily, the interactions were not significant indicating that the assumption of linearity of the logit has been met for all three variables. The significance results can be found in the appendix.[footnoteRef:1] [1:  Table 1 in the appendix.] 

[bookmark: _Toc75095909][bookmark: _Toc79573601]4.3.2 Multicollinearity
Measuring multicollinearity is done by running a linear regression with the predictor variables and assessing the tolerance values and the VIF values. A problem would exist if the value for tolerance is less than 0.1 and/or the value for VIF is larger than 10 (Field, 2016). Luckily this is not the case[footnoteRef:2]. Thus, no multicollinearity has been found in the predictor variables, passing this assumption.  [2:  Table 2 in the appendix. ] 

[bookmark: _Toc75095910][bookmark: _Toc79573602]4.3.3 Independence of Errors
In this research independence of errors is a crucial part. As mentioned before, the data is nested within countries and years. This means that there can be variance that is solely explained by the origin of the data, namely the years and the countries. This could lead to standard errors becoming too small and test statistics too big causing them to falsely appear significant. This would lead to a faulty acceptance of the hypothesis (Field, 2016). To combat this, the years and countries are added to the models to locate any variance they explain and not have that interfere with the other explaining variables. 


5. [bookmark: _Toc75095912][bookmark: _Toc79573603]The Statistical Results

[bookmark: _Toc75095913][bookmark: _Toc79573604]5.1 Results High Social Status and Highly Educated Group (1)
Before diving into specific testing in a binary regression model, it is important to first find the best model with the fitting variables included. This is done by creating different blocks, ranging from most simple to most complicated. The two important indicators here are the chi-square values for block and model and the significance value for both. 
[bookmark: _Toc75095914][bookmark: _Toc79573605]5.1.1 Group 1 Model Comparisons 
In the table below, the comparisons of the three models are presented. This is followed by a short discussion on what these values mean.  
	Model Fit Testing
	
	

	
	
	Chi-square
	sig

	Model 1
	Added part
	38.281
	.057

	
	Model
	38.281
	.057

	
	
	
	

	Model 2
	Added part
	2.726
	.099

	
	Model
	41.007
	.041

	
	
	
	

	Model 3
	Added part
	.249
	.618

	
	Model
	41.256
	.051

	
	
	
	



The first model consists of two explanatory parts. One part are all the dummy variables for the years and countries variance combined and the second part is the independent explanatory variable ‘Percentage’ (the percentage of people in that group agreeing one problem to be the main problem). 
Because this model is the first model with added variables, the table shown above compares the current model to the 0 model. The Chi-square value indicates the improvement of model fit compared to the 0 model. The value 38.281 indicates a large improvement. The significance is 0.057 which indicates that the model is not significantly better than the 0 model. 
The second model consists of three explanatory parts. One part are all the dummy variables for the years and countries variance combined and the second part is the independent explanatory variable ‘Percentage’ and thirdly the Left-right scale of the governments during the period the data was taken from.  
The Chi-square value in the second model shows another improvement. The value 2.726 quantifies the improvement comparing model 2 to model 1. The specific number addressing the improvement is not significant due to its 0.099 score. However, looking at the overall model, the Chi-square value of 41.007 did become significant with a p-value of 0.041. This means that this model is significant.. 
The third model consists of four explanatory parts. One part are all the dummy variables for the years and countries variance combined and the second part is the independent explanatory variable ‘Percentage’. Thirdly the Left-right scale of the governments during the period the data was taken from and fourth the time, until the next elections in the countries the data was taken from during the time period looked at. 
Model 3 compared to model 2 only yields an improvement of a Chi-square value of 0.249. This is not a large improvement. The improvement does not qualify as significant due to its p-value of 0.618. Model three can be dismissed as it is no better than model 2. 
[bookmark: _Toc75095918][bookmark: _Toc79573606]5.1.2 Results
First of all, in examining the detailed results of the model 2, comparing the models’ basic prediction capabilities paves the way for further explanation. Without only the constant as a prediction variable, the model 0 predicts 56.4 percent of the cases correctly. The chosen model (2) predicts 73.6 percent correctly. Meaning the model predicted 17.2 percent points more cases correctly where spending either increased or did not increase correctly.[footnoteRef:3]  [3:   Table 3 and 4 in the appendix.] 

	
	Logistic regression table

	Group 1
	
	
	
	
	
	95% C.I. for EXP(B)

	Model 2
	Coefficient (B)
	Standard Error
	Wald
	Sig.
	Exp(B)
	Lower 
	Upper

	Constant
	-1.061
	2.019
	.276
	.599
	.346
	
	

	Left Right Scale Government
	.535
	.314
	2.467
	.116
	1.708
	.876
	3.329

	Percentage
	-1.914
	2.717
	.496
	.481
	.346
	.001
	30.312


(The full table can be found in the appendix[footnoteRef:4]) [4:  Table 5 in the appendix.] 

Now we can examine what the influence of the variables added into the model is on the probability of Y, government expenditure increasing. This is done by examining the coefficient of the variable. The main predictor, ‘percentage’ lowers the logit of the outcome 1.914 per unit of change in the ‘percentage’. Logit being the natural logarithm of the odds of Y occurring. In other words, an increase in the percentage of people wanting a problem to be handled by the government, the lower the odds are of this happening. However, this value is non-significant with a p-value of 0.481. This means that the effect cannot be assumed to be real. 
As described before in this chapter, the Wald statistic can help understand whether the coefficient is making a significant contribution to the explanatory power of the model. Unfortunately, because the coefficient is not significant, this value can also not be trusted.  Thus, no lessons can be learned from the Wald statistic of the variable ‘percentage’.
As to the ‘percentage’ variable, the output for the left-right scale is not significant and can therefore not contribute to explaining the outcomes of increased expenditure by government. 
[bookmark: _Hlk74753440]As was explained in the previous part of this chapter, logistic regressions do not have a standard R square like normal regressions do. Instead, the Nagelkerke R square can be used which means the same thing. The score for this model is 0.417[footnoteRef:5]. This means that roughly 41.7 percent of the variation in the data could have been explained by the model. However, the values are not significant and can therefor not be trusted.  [5:  Table 6 in the appendix] 

 The odds ratio for ‘percentage’ is 0.148 but not significant so there cannot be a lesson drawn from that value. However, the confidence interval for expected odds ratio can be useful. In 95 percent of cases, the odds ratio for percentage will be between 0.001 and 30.312. Because this value ranges between below 1 and above, it does not specify a positive of negative relationship between the variable and the outcome either way. 
The variable left-right coalition has the same problem. The odds ratio is not significant and the confidence interval for odds ratio ranges between below 1 (0.876) and above 1 (3.329) making it impossible to draw any sort of conclusion from it regarding the relationship between the variable and the outcome.
[bookmark: _Toc75095919][bookmark: _Toc79573607]5.2 Results High Social Status and Lower Educated Group (2)
[bookmark: _Toc75095920][bookmark: _Toc79573608]5.2.1 Group 2 Model Comparisons
The models in the remaining groups consist of the same variables as the ones discussed in group 1. For the sake of not repeating everything the contents of the models will not be summed up as was done when discussing group 1. 
	Model Fit Testing
	
	

	
	
	Chi-square
	sig

	Model 1
	Added part
	37.263
	.071

	
	Model
	37.263
	.071

	
	
	
	

	Model 2
	Added part
	1.340
	.247

	
	Model
	36.603
	.069

	
	
	
	

	Model 3
	Added part
	2.055
	.152

	
	Model
	40.658
	.058

	
	
	
	



The first model consists of two explanatory parts. Model 1 compared to model 0 shows us a large improvement with a chi-square value of 37.263. However, the fact that the value is not significant undermines the improvement score. 
The second model consists of three explanatory parts. Model 2 compared to model 1 shows slight improvement of the model fit having a chi-square score of 1.340. However, neither the improvement nor the model appears to be significant with a p-value of 0.069. 
The third model consists of four explanatory parts. Comparing model 3 with model two shows another improvement with a chi-square score of 2.055. Again, both the improvement in fit and the model are not significant with a p-value score of 0.152 and 0.058 respectively. 
[bookmark: _Toc75095924][bookmark: _Toc79573609]5.2.2 Results
Due to the quality and amount of data examined, no model has been found to significantly increase the quality of model 0. This is why for societal group 3 (Higher Social Status and Lower Educated) no model can be chosen. 

[bookmark: _Toc75095925][bookmark: _Toc79573610]5.3 Results Lower Social Status and Highly Educated Group (3)
[bookmark: _Toc75095926][bookmark: _Toc79573611]5.3.1 Group 3 Model Comparisons
	Model Fit Testing
	
	

	
	
	Chi-square
	sig

	Model 1
	Added part
	45.646
	.010

	
	Model
	45.646
	.010

	
	
	
	

	Model 2
	Added part
	.264
	.607

	
	Model
	45.910
	.013

	
	
	
	

	Model 3
	Added part
	.114
	.736

	
	Model
	46.023
	.017

	
	
	
	



The first model consists of two explanatory parts. Model 1 compared to model 0 improves the fit considerably. The chi-square score of 45.646 is a large improvement. This improvement is significant with a p-value of 0.010.
The second model consists of three explanatory parts. Model 2 compared with model 1 only shows a small improvement of the model and the improvement is not significant. 
The third model consists of four explanatory parts. Model 3 compared with model 2 shows no significant improvement. 
[bookmark: _Toc75095930][bookmark: _Toc79573612]5.3.2 Results
This analysis dives deeper into the results of model 1. The model 0 has predicted 58.2 percent of the outcomes in increase in spending correctly. Model 1 has increased this with 16,3 percent points[footnoteRef:6].  [6:  Table 7 and 8 in the Appendix] 

	Logistic regression table

	Group 3
	
	
	
	
	
	95% C.I. for EXP(B)

	Model 1
	Coefficient (B)
	Standard Error
	Wald
	Sig.
	Exp(B)
	Lower 
	Upper

	Constant
	1.353
	1.925
	.494
	.482
	3.869
	.000
	37.079

	percentage
	-3.355
	3.555
	.891
	.345
	.035
	
	


(The full table can be found in the appendix [footnoteRef:7].) [7:  Table 9 in the Appendix] 

The coefficient of ‘percentage’ variable lowers the logit of the outcome by 3.355 per unit increase of the variable. However, this value is not significant with a p-value of 0.345 making it unusable to draw conclusions. 
The Wald statistic for the variable percentage is not significant and thus not useable in this analysis. 
The Nagelkerke R square value for this model is 0.457. 45,7 percent of the variation in the data can be explained using this model[footnoteRef:8]. [8:  Table 10 in the Appendix] 

The odds ratio for variable ‘percentage is 0.035, but not significant. The confidence interval shows us a value of the odds ratio between 0.000 and 37.079 making it impossible to assess whether the relationship between the variable and the outcome is a positive or a negative one. 









[bookmark: _Toc75095931][bookmark: _Toc79573613]5.4 Results Lower Social Status and Lower Educated Group (4)
[bookmark: _Toc75095932][bookmark: _Toc79573614]5.4.1 Group 4 Model Comparisons
	Model Fit Testing
	
	

	
	
	Chi-square
	sig

	Model 1
	Added part
	32.338
	.182

	
	Model
	32.338
	.182

	
	
	
	

	Model 2
	Added part
	1.230
	.267

	
	Model
	33.568
	.179

	
	
	
	

	Model 3
	Added part
	.900
	.343

	
	Model
	34.468
	.186

	
	
	
	



The first model consists of two explanatory parts. Model 1 compared to model 0 shows a large improvement which is not significant. 
The second model consists of three explanatory parts. Model 2 compared with model 1 shows an improvement which is again, not significant. 
The third model consists of four explanatory parts. As the table shows, model 3 shows a small and not significant improvement over model 2.  
[bookmark: _Toc75095936][bookmark: _Toc79573615]5.4.2 Results
As was the case in group 2, no model has been found to significantly increase the quality of model 0. This is why for societal group 4 (Lower Social Status and Lower Educated) no model can be chosen and thus no analysis can be done to understand the impact that variables ‘percentage’, ‘left-right scale of government’ and ‘time until next elections’ have on the outcome of increased spending by the government. 
5.5 [bookmark: _Toc75095937][bookmark: _Toc79573616]Comparing Results of the Four Groups
This section compares the statistical results of the analysis on the four societal groups. As was described in the other chapters, the main goal is to understand the effect variable percentage has on the outcome of change in spending by government on different issues. In group 1 the result of variable percentage is not significant. Thus, we cannot conclude anything on the basis of the results of group 1. The results of group 2 did not show a model which significantly improved, compared to model 0 with only the intercept as a predictor. Group 3 has the same problem. The results are not significant, and no conclusions can be made based on this data. Group 4, similar to group 2, also did not produce a model which significantly improved compared to model 0.

[bookmark: _Toc75095938][bookmark: _Toc79573617]5.6 Miscellaneous Results 
Though the results of the analysis are not exceptionally useful, the data used does reflect some interesting things. These are explained in this part. 
There is little variation between the made categories within society. All four groups in society agreed 60 times that a specific problem was the main problem facing their country. Comparing this with the total of times looked at, 88, shows how little these groups differ in opinion. 
After the economic crisis, the main problems in most countries were unemployment and economic situation of their country. Again, not only in most countries but also in most societal groups. This shows how external factors can influence opinions and make different people think the same. This effect is even more visible when the external factor is a cross-national event like the economic crisis. In Belgium this could be seen with a domestic factor, in March 2016, terrorist attacks occurred in Belgium. This year and the following years, almost all groups in society saw immigration and terrorism as the main problems facing their country. 
Lastly some problems are very ‘popular’ in each country, regardless of societal groups. Spain almost exclusively chooses unemployment as the main problem facing their country. In 82 cases different societal groups saw unemployment as the main problem. In a mere 6 cases other problems were chosen. 
In Ireland, most groups saw unemployment as the main problem (42 times) until 2015 then housing was chosen 34 times.
The UK and the Netherlands had more variation between groups and between problems. The Netherlands showed healthcare as the main problem. The UK had immigration as the most popular problem. 
The last notable fact from the data is that the option of environment as the main problem was only chosen in the years from end of 2018 onward. 


6. [bookmark: _Toc79573618]Alternative Analysis
The prior analysis yielded little in terms of significant results. The reason for this is partly due to the number of variables added into the analysis. These variables combined with the relatively small number of cases makes it difficult to achieve significant results. The dummy variables for the countries and the dummy variables for the years seem to be the main distorting factor. Although adding these is necessary to produce robust findings, in this chapter the dummy variables are left out. The reason for this is to find out whether an analysis without these variables leads to more results that are significant. If this is the case, the results will be discussed with the admittance that this is not the regular and correct way to analyse this data. 
[bookmark: _Toc79573619]6.1 Model Comparison
[image: ]To not make this chapter redundantly long, the data for the comparison of the models for all groups are presented in one large table. 
For group 1, all models yield values that are not significant. Even with the exclusion of the dummy variables for countries and years, the table shows that no significant improvement is made compared to the model 0 with only the constant as a predictor. 
The results of group 2 do yield significant results. Specifically, model 2 shows a significant improvement of model fit compared to the 0 model. The remaining models of group 2 do not show significant improvements. 
Looking at group 3, again model 2 shows a significant improvement of model fit. There appears to show a pattern where model with the addition of variable left-right scale of government improves the model. For group 4, as with group 1, no model improves the model fit compared to model 0. 
In groups 2 and 3, both models 2 will be analysed further in the next part of this chapter. 
[bookmark: _Toc79573620]6.2 Results 
[bookmark: _Toc79573621]6.2.1 Results Group 2
In the following part of the chapter, the results of model 2 of group 2 are discussed. 
	
	Logistic regression table

	Group 2
	
	
	
	
	
	95% C.I. for EXP(B)

	Model 2
	Coefficient (B)
	Standard Error
	Wald
	Sig.
	Exp(B)
	Lower 
	Upper

	Constant
	-2.761
	1.351
	4.179
	.041
	.063
	
	

	Left Right Scale Government
	.449
	.191
	5.518
	.019
	1.566
	1.077
	2.278

	percentage
	-.527
	1.260
	.175
	.676
	.676
	.050
	6.979



As can be seen in the table above, the main predictor variable Percentage does not show a significant impact on the odds of the government spending on a problem. This further supports the notion that percentage of people in favour of a problem being taken care of by the government might not significantly influence the odds of the government doing so. The control variable of left-right scale of the government does however seem to significantly influence the odds of the government increasing their spending. The coefficient is however small with a small standard error, meaning that the influence of the ideological stance of the government only marginally increases the odds. As the Wald statistic shows, the variable also has a significant contribution to the explanatory power of the model. What this indicates in essence, is that the more right-wing a government is, the more likely spending will increase on problems identified by people belonging to group 2. Important to note is that the percentage of people identifying this problem does not have a significant impact as mentioned before. 
[bookmark: _Toc79573622]6.2.2 Results Group 3
As with the results of group 2, the table below shows the results of groups 3’s model 2. 
	
	Logistic regression table

	Group 3
	
	
	
	
	
	95% C.I. for EXP(B)

	Model 2
	Coefficient (B)
	Standard Error
	Wald
	Sig.
	Exp(B)
	Lower 
	Upper

	Constant
	-2.736
	1.465
	3.485
	.062
	.065
	
	

	Left Right Scale Government
	.458
	.196
	5.436
	.020
	1.581
	1.076
	2.324

	percentage
	-.851
	1.319
	.417
	.519
	.427
	.032
	5.664



Again, the results of the variable percentage are not significant. Meaning that based on all results, it is not possible to determine whether percentage of people belonging to group 3 wanting a problem to be addressed by the government has a significant effect on the odds of the government increasing their spending on that problem. As with group 2, the left right scale variable does positively and significantly impact the odds of the government increasing their spending on problems addressed by group 2. The Wald statistic also shows that the variable adds to the explanatory power of the model.


7. [bookmark: _Toc75095939][bookmark: _Toc79573623]Conclusion
This chapter will address the possible conclusions that can be drawn from the results taken from the statistical tests. The conclusion is addressed per societal group. The chapter ends with the conclusion of the hypothesis. Although not entirely reliable, the results of the alternative analysis are also mentioned. 
For group 1, none of the statistical outcome were significant in neither the regular analysis nor the alternative analysis. This means that there is no possibility of interpreting the data to answer either the main question or accept the hypothesis. 
For group two, no model provided a significant improvement over model 0, so there is no possibility of interpreting any other data to answer either the main question or to accept the hypothesis.  However, the alternative analysis did yield some more promising results which are discussed below. Unfortunately, the aim of the research, to understand the responsiveness of the government towards the opinions of different groups when different percentage of people from the group identify a problem, cannot be reached. The fact that the data from the alternative analysis is non-significant along with the regular analysis indicating that a possible effect cannot be seen due to too little data. The results do show that when a government is more right-wing, the problems addressed by the group of people with low social status and high education are addressed with more spending on the domain of the problem. Of course, this only shows a correlation. It does not mean that right-wing governments cater to the needs of this particular group, but it does show the need for more research into this phenomenon of correlation. The need for more research mainly lies in the shortcomings of the current research. The focus of this research was not on the ideological nature of the governments and their impact. Because of this, it is difficult to find explanations for the correlation. It might be that by coincidence, group 2 saw problems in domains where right-wing governments are known to spend more. 
For group 3, the results of the regular analysis are not significant and can therefore not be used to draw any conclusion, nor can they be used as a foundation for any arguments. The alternative analysis again shows a correlation similar to the one shown with group 2. When the group that has higher social status and that is lower educated wants something, the right-wing governments are more likely to increase funding on the domains in which the problems lie for this group. The most interesting thing here is that group 3 is exactly the opposite of group 2. In group 2, education and social status are low high and with group 3 they are high low. This could indicate that the right-wing governments increase spending on domains the middle class in society wants them to. This assumes that group 1 with high-high and group 4 with low-low are the upper and lower class, respectively. More fundamentally, this argument would assume that class can be determined by social status and education level. It is important to note that the alternative analysis is not the correct way to analyse. The variation caused by the countries and the years can have a distorting impact on the outcome and thus the outcome cannot be interpreted as completely accurate. 
Group 4, neither analysis provided a model that could predict any outcome better than a model without predictor. This means that for group four, no conclusions can be drawn because no results could be produced. 
Then, the main question which was:
’Does the economic policy implemented by governments coincide with the political preferences of the social elite and higher educated citizens more than those of the citizens with lower education and social status?’ 
This question cannot be answered with that which was discovered during statistically testing the data. However, there is a point to be made that right-wing governments might increase spending on issues that people who: ‘have a high social status and are lower educated’ and people that: ‘are higher educated and have a lower social status’ see as problematic. 
Next the hypotheses are discussed.
Hypothesis 1 is: ‘The societal group with higher educated people who have high social status are more likely to see their perceived problem addressed with the allocation of more financial resources by the government than the other societal groups.’
This hypothesis can neither be accepted nor rejected with the available results from the statistical analyses.  
Hypothesis 2 was: ‘The societal group with lower educated people who have high social status are more likely to see their perceived problem addressed with the allocation of more financial resources by the government than the societal groups who are lower educated and have lower social status.’
Hypothesis 2 cannot be accepted on basis of the results of the regular analysis. The alternative analysis does however partly seem to support the notion, with the side note that when right-wing governments tend to increase spending on the domains that the group identifies as a problem.
H3: The societal group with higher educated people who have lower social status are more likely to see their perceived problem addressed with the allocation of more financial resources by the government than the societal groups who are lower educated and have lower social status. 
As with the last hypothesis, hypothesis 3 cannot be accepted nor rejected due to the non-significant results in the regular analysis. Again, the alternative analysis seems to partly support the notion, again when right-wing governments are in power, they seem to increase spending on the domains the group address as problematic. 
Hypothesis 4 is: ‘The societal group with lower educated people who have lower social status are less likely to see their perceived problem addressed with the allocation of more financial resources by the government than the societal groups who are higher educated and have higher social status.’
As with the first hypothesis this cannot be accepted nor rejected due to the results in the analyses.  
Concluding this chapter, no hypothesis seems to have strong evidence for or against them when looking at the results from the analyses. 


8. [bookmark: _Toc75095940][bookmark: _Toc79573624]Discussion
More can be learned by one boxing match than a years’ worth of training, some trainers say. In the case of writing a quantitative research this seems to be true. As the results from this research have not been as useful as what was aimed to uncover. This final part of the research explains the reasons for the results and the possible improvements for future research. 
Too little variation was found between the opinions of the different societal groups. As was mentioned in the last part of the results chapter, external events sometimes heterogenize the opinions of different groups. This makes it difficult to find differences in responsiveness as changes in government spending affect all groups in the same way. A possible solution for this would be to look at the country’s main problems identified by the groups when they differ from each other. This would increase the amount of variation and make analysis easier. This finding directly contradicts the findings of Giger et al. (2012) who found that opinions did differ between elite and lower classes. The reason for this might be that the current research does not specifically look at the elites based on income. Soroka and Wlezien (2008) also found little difference in the policy preferences of the public with the exception of welfare spending. They argue that the lack of difference is caused by the fact that some domains do not differ on the basis of self-interest (Soroka & Wlezien, 2008). This is a possibility with the current research as well as a point of interest for future research.  
Another factor that played a possible role in these results, is the outcome variable change in spending. In hindsight it might be too eager to classify an increase in spending on a specific matter as responsive. These changes can have a multitude of causing factors. Not all have something to do with the opinions of people. The changes in spending have also not been equal across all observations. The differences when looking at budget versus real expenses were different than the differences between real spending and next year’s budget. It has been done before as is mentioned in the theoretical framework chapter. Soroka and Wlezien (2008) found that income only matters when determining responsiveness by government spending when the subject is welfare. However, in other cases they found the effect to be small and insignificant (Soroka & Wlezien, 2008).  
The specific categories of spending looked at might not have been specific enough. Finding more specific categories in the budgets and real expenses is difficult. The more specific you get, the more some categories are alike, and they become difficult to separate using solid arguments. Second, the more specific the categories are, the more difficult and time consuming it is to find all the data on all the countries. Something that, with the research as is, has already proved to be a time-consuming endeavour. One the main reasons being that different countries adopt different names and types of categories in their financial documents. A possible different outcome variable that was aimed to use was law changes. Measuring support for laws across different groups and whether these laws were enacted. This proved too labour intensive. A possible alternative is to look at specific subjects instead a range across all subjects of government. This would decrease the size and work related to finding the data. 
This however does not diminish the importance of a future research to understand the roll different groups in society have on actions of the government. Specifically, groups categorized by education and social status. The theoretical chapter testifies that there is research that has found responsiveness to vary among groups separated by income (Giger, Rosset, & Bernauer, 2012; Gilens, 2005; Page & Shapiro, 1983; Gilens & Page, 2014; Schakel, 2019). However, a categorization grouped by education and social status has not been used to identify policy responsiveness by the government. With the two types of responsiveness being policy and increased spending, it would be interesting to also carry out a research on social status and education combined with policy responsiveness.
The last point of discussion on this research is the number of cases used. This research uses 110 cases per societal group, with too many dummy variables to control for the variation between countries and years. As mentioned, this is the reason for the alternative analysis. The original plan was to use a multilevel binary logistic regression to analyse the data. However, because of the relatively low (in hindsight) number of cases, a switch was made to use dummy variables to control for the variation caused by the years and the countries. A future research can improve on this by increasing the number of cases (and the variation between these cases) to enable the use of multi-level regression. This could also be improved upon by adding a longitudinal format to the equation. This would help control for the effect the prior year’s spending had on the future spending. Adding these features to this analysis including many more cases would bring a better understanding of the responsiveness of governments to societal groups. 


9. [bookmark: _Toc75095941][bookmark: _Toc79573625]Appendix Tables
[bookmark: _Toc79573626]Table 1
	Significance table Linearity Assumption

	
	
	Sig.

	
	percentage
	.106

	
	Left_Right_Coalition
	.420

	
	Left_Right_Coalition by Ln(LR Scale)
	.451

	
	Ln(percentage) by percentage
	.105

	
	next election
	.419

	
	Ln(Next_election) by next election
	.482

	
	Constant
	.755

	



[bookmark: _Toc79573627]Table 2
	Multicollinearity table

	
	
	Tolerance
	VIF

	
	percentage
	.987
	1.013

	
	next election
	.986
	1.015

	
	Left_Right_Coalition
	.974
	1.027

	
	
	
	



[bookmark: _Toc79573628]Table 3
	Group 1 model 0 prediction table

	
	Predicted

	
	Increased spending
	

	
	Observed
	no increase in spending occured
	increased spending occured
	Percentage correct

	
	increase_spend
	no increase in spending occured
	62
	0
	100

	
	
	increased spending occured
	48
	0
	.0

	Overall Percentage
	
	56.4



[bookmark: _Toc79573629]Table 4
	Group 1 model 2 prediction table

	
	Predicted

	
	Increased spending
	

	
	Observed
	no increase in spending occured
	increased spending occured
	Percentage correct

	
	increase_spend
	no increase in spending occured
	52
	10
	83,9

	
	
	increased spending occured
	19
	29
	60,4

	Overall Percentage
	
	73.6



[bookmark: _Toc79573630]Table 5
	Full Logistic Regression Table

	Group 1
	95% C.I. for EXP(B)

	Model 2
	Coefficient (B)
	Standard Error
	Wald
	Sig.
	Exp(B)
	Lower 
	Upper

	year_20092
	-2.057
	1.534
	1.798
	.180
	.128
	.006
	2.585

	year_20101
	.181
	1.414
	.016
	.898
	1.198
	.075
	19.160

	year_20102
	-21.657
	17244.928
	.000
	.999
	.000
	.000
	.

	year_20111
	-2.404
	1.590
	2.287
	.130
	.090
	.004
	2.038

	year_20112
	-2.103
	1.608
	1.712
	.191
	.122
	.005
	2.851

	year_20121
	-2.583
	1.590
	2.638
	.104
	.076
	.003
	1.706

	year_20122
	-1.555
	1.460
	1.134
	.287
	.211
	.012
	3.696

	year_20131
	-2.544
	1.566
	2.638
	.104
	.079
	.004
	1.692

	year_20132
	-.718
	1.419
	.256
	.613
	.488
	.030
	7.868

	year_20141
	-2.576
	1.570
	2.692
	.101
	.076
	.004
	1.650

	year_20142
	-1.625
	1.441
	1.272
	.259
	.197
	.012
	3.319

	year_20151
	-2.798
	1.619
	2.988
	.084
	.061
	.003
	1.454

	year_20152
	19.938
	17591.162
	.000
	.999
	456219787.322
	.000
	.

	year_20161
	-1.027
	1.486
	.478
	.490
	.358
	.019
	6.588

	year_20162
	-1.782
	1.479
	1.452
	.228
	.168
	.009
	3.054

	year_20171
	19.649
	17851.125
	.000
	.999
	341517708.835
	.000
	.

	year_20172
	-2.051
	1.558
	1.734
	.188
	.129
	.006
	2.724

	year_20181
	-.242
	1.672
	.021
	.885
	.785
	.030
	20.820

	year_20182
	-1.983
	1.530
	1.680
	.195
	.138
	.007
	2.761

	year_20191
	-1.263
	1.556
	.658
	.417
	.283
	.013
	5.972

	year_20192
	-2.347
	1.687
	1.936
	.164
	.096
	.004
	2.610

	Bel_dummy
	.066
	.914
	.005
	.942
	1.069
	.178
	6.412

	Ire_dummy
	.539
	.875
	.380
	.538
	1.715
	.309
	9.524

	UK_dummy
	-.961
	.826
	1.351
	.245
	.383
	.076
	1.933

	Spain_dummy
	.002
	1.121
	.000
	.999
	1.002
	.111
	9.017

	percentage
	-1.914
	2.717
	.496
	.481
	.148
	.001
	30.312

	Left_Right_Coalition
	.535
	.341
	2.467
	.116
	1.708
	.876
	3.329

	Constant
	-1.061	          2.019	    .276	     .599	  .346	



[bookmark: _Toc79573631]Table 6
	Nagelkerke R Square Table

	Group 1 model 2
	Nagelkerke R Square

	
	.417






[bookmark: _Toc79573632]Table 7
	Group 3 model 0 prediction table

	
	Predicted

	
	Increased spending
	

	
	Observed
	no increase in spending occured
	increased spending occured
	Percentage correct

	
	increase_spend
	no increase in spending occured
	64
	0
	100

	
	
	increased spending occured
	46
	0
	.0

	Overall Percentage
	
	58.2



[bookmark: _Toc79573633]Table 8
	Group 3 model 1 prediction table

	
	Predicted

	
	Increased spending
	

	
	Observed
	no increase in spending occured
	increased spending occured
	Percentage correct

	
	increase_spend
	no increase in spending occured
	50
	12
	80.6

	
	
	increased spending occured
	16
	32
	66.7

	Overall Percentage
	
	74.5






[bookmark: _Toc79573634]Table 9
	Full Logistic Regression Table

	Group 1
	95% C.I. for EXP(B)

	Model 2
	Coefficient (B)
	Standard Error
	Wald
	Sig.
	Exp(B)
	Lower 
	Upper

	year_20092
	-21.852
	17559.972
	.000
	.999
	.000
	.000
	.

	year_20101
	-.031
	1.344
	.001
	.982
	.969
	.070
	13.495

	year_20102
	-21.651
	17851.764
	.000
	.999
	.000
	.000
	.

	year_20111
	-2.089
	1.503
	1.932
	.164
	.124
	.007
	2.354

	year_20112
	-21.574
	17633.959
	.000
	.999
	.000
	.000
	.

	year_20121
	-1.060
	1.354
	.613
	.434
	.346
	.024
	4.917

	year_20122
	-.975
	1.346
	.525
	.469
	.377
	.027
	5.270

	year_20131
	-21.958
	17566.428
	.000
	.999
	.000
	.000
	.

	year_20132
	-1.078
	1.370
	.619
	.431
	.340
	.023
	4.988

	year_20141
	-2.250
	1.548
	2.113
	.146
	.105
	.005
	2.190

	year_20142
	-1.247
	1.428
	.763
	.382
	.287
	.017
	4.717

	year_20151
	-1.372
	1.463
	.880
	.348
	.253
	.014
	4.456

	year_20152
	.639
	1.553
	.170
	.680
	1.895
	.090
	39.737

	year_20161
	-.453
	1.422
	.101
	.750
	.636
	.039
	10.318

	year_20162
	-.554
	1.465
	.143
	.705
	.575
	.033
	10.141

	year_20171
	20.373
	17867.493
	.000
	.999
	704238161.310
	.000
	.

	year_20172
	-.462
	1.431
	.104
	.747
	.630
	.038
	10.400

	year_20181
	-.470
	1.431
	.108
	.743
	.625
	.038
	10.332

	year_20182
	-1.291
	1.423
	.822
	.365
	.275
	.017
	4.477

	year_20191
	-.566
	1.475
	.147
	.701
	.568
	.032
	10.216

	year_20192
	-2.076
	1.873
	1.228
	.268
	.125
	.003
	4.931

	Bel_dummy
	.692
	1.048
	.435
	.509
	1.997
	.256
	15.586

	Ire_dummy
	1.475
	1.035
	2.030
	.154
	4.369
	.575
	33.220

	UK_dummy
	1.199
	.765
	2.456
	.117
	3.318
	.740
	14.870

	Spain_dummy
	2.065
	1.308
	2.493
	.114
	7.887
	.607
	102.406

	percentage
	-3.355
	3.555
	.891
	.345
	.035
	.000
	37.079

	Constant
	1.353
	1.925
	.494
	.482
	3.869
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