Master’s Thesis

PRACTICAL DEEP LEARNING FOR PERSON RE-IDENTIFICATION IN VIDEO SURVEILLANCE SYSTEMS

by
Gabriëlle E.H. Ras
s4628675

Supervisors
Dr. Marcel van Gerven    Radboud University Nijmegen
Dr. Gregor Pavlin         Thales Research & Technology, Thales Nederland

Radboud University Nijmegen

September 22, 2017
Abstract

1 Introduction

1.1 Background

1.1.1 Person Re-Identification

1.1.2 Intended Use-Case: Indoor Setup

1.1.3 The Particle Filter

1.1.4 Neural Networks and Deep Learning

1.2 Relevant Problems in Person Re-Identification

1.2.1 Euclidean Distance Function

1.2.2 Small Datasets

1.2.3 Video vs. Image Person Re-Identification

1.3 Research Questions

2 Methods

2.1 Problem Formulation

2.2 Models

2.2.1 Siamese Convolutional Neural Network (SCNN)

2.2.2 Euclidean Siamese Convolutional Neural Network

2.2.3 Siamese 3D Convolutional Neural Network (S3DCNN)

2.3 Training

2.4 Datasets

2.4.1 Image Datasets

2.4.2 Video Datasets

2.4.3 Benchmarking vs. Real World Use

2.4.4 The Class Imbalance Problem
Abstract

In an existing particle filter tracking system at Thales Research & Technology it is required for a deep neural network to perform person re-identification on image pairs, maximizing the TPR and minimizing the FPR, in a situation where we have a relatively small gallery size. Current available literature on the use of deep learning in person re-identification focus on improving large dataset benchmarks with large gallery sizes, while improving the CMC ranking on individual benchmarks using very deep neural networks. While CMC ranking is a good test of the discriminative ability of a network, not much is known about the TPR and FPR performance of smaller deep neural networks in situations with small gallery sizes. In this study we found that as the gallery size increases, the ranking performance of the network goes down while the TPR and FPR remain similar. We show that a relatively small neural network can achieve similar performance on benchmark as very deep neural network, assuming that the gallery is small enough (≤300 IDs). We achieve a performance of 50% on ViPER, 56% on PRID450 and 21% on Market1501. Most literature use simple distance metrics such as the L2 or Euclidean distance between the extracted image features to perform metric learning. However, neural metric learning has not been a topic of investigation, which if used, can results in a more natural approach to person re-identification by having a neural network learn the boundary between (mis)match classes. In this study we compare the Euclidean distance to various neural metric learners and found that the Euclidean distance consistently outperforms the neural metric learners. This study also investigates various training schemes for training a neural network on a mixture distribution consisting of multiple small datasets. However, no consistent improvements could be found compared to training on a single distribution. We did find that large and noisy datasets tend to generalize well to new environments and that the dataset mean can be used to gauge the ability for generalization. Finally we investigate the effectiveness of image data compared to video data, by comparing the performance of SCNN trained on images to the performance of S3DCNN trained on videos. We found that S3DCNN outperforms SCNN in all cases. We also found that when the dataset becomes larger (≥ 1400 instances), the difference between the performances of SCNN and S3DCNN decreases.
Chapter 1

Introduction

Tracking vehicles or persons in urban and indoor environments is a vital functionality in security and safety applications. Knowing the whereabouts of subjects involved in law offenses is a critical capability that enables informed decision making. Due to the environmental constraints in each specific environment, tracking systems often rely on a myriad of independent sensors that assimilate various kind of data, which is later fused together. This requires suitable algorithms that can cope with diverse data, which is often of low quality and collected at low frequency. Thales Research & Technology Delft has recently developed a technique to cope with the challenges of fusing various data sources by combining particle filters with Bayesian networks [1, 2]. This system can incorporate an arbitrary number of and type of sensors in any given location and timespan. In this thesis we consider the context in which we want to track a person in an indoor, office-like environment using cameras. One of the challenges in this context is associating the camera data with the identity of the object being tracked. In other words: How do we know if the camera is observing the same person?

For the past 7 years, the use of artificial neural networks and deep learning has increasingly become more common, proving to be particularly successful in the area of computer vision. In this thesis we will investigate the use of deep neural network as a possible type of sensor model to incorporate in the particle filter. Specifically, a deep neural network will be used to perform person re-identification, which is the problem of recognizing a person who was previously observed.

In the next sections we will explain in detail the various subjects mentioned above.
Figure 1.1: The person re-identification problem: given a probe, find the matching candidate in the gallery.

### 1.1 Background

#### 1.1.1 Person Re-Identification

Person re-identification is the problem of recognizing a person who was previously observed. The *probe* is the person that we want to re-identify and the *gallery* contains a set of *candidates* that may match the probe. Given a gallery and a probe, the goal is to find the candidate that matches the probe. We will refer to the number of unique people in a dataset as the number of *identities* (*IDs*). We illustrate the problem of person re-identification in Figure 1.1 with image samples taken from the VIPeR dataset [3], where the matching candidate in the gallery is the third image.

Probe image(s) are obtained from the videostream at the moment when the suspicious person is identified for the first time. It can also be that we have previous video footage of the probe, recorded at different scenario. But for the sake of simplicity we will assume that probe images and candidate images are taken in the same environment. Once the probe images are available we can start the process of re-identification. Candidate images are collected each time a person is detected and cropped to a specific height and width. A probe-candidate pair $(p, c)$ is made and sent to the person re-identification algorithm, which returns a number between 0 and 1 indicating how similar the images are.

To be able to recognize the observed person, a re-identification algorithm needs to have two important components. The first component refers to the ability to identify the correct set of features that describe this person. In other words: What are the characteristics that discriminate this person from other people? This is known as feature learning. The second component refers to the ability to correctly match two sets of person features: Given two separate video footage, each containing a person, are these footage of the same person? This is known as similarity metric learning.
Until the rise of deep learning, both components were handled using a combination of classical computer vision methods [4]. These methods mainly utilize the information carried directly through pixels and lower level statistical information between (groups of) pixels. Intuitively speaking, they do not understand what is going on in the image at a higher level of abstraction. There is also a clear distinction between the focus on feature learning and the focus on similarity metric learning, even though both are equally important. However, since the re-discovery and rising popularity of deep learning algorithms, feature learning and similarity metric learning can be done simultaneously. Algorithms such as Convolutional Neural Networks (CNN) and three-dimensional CNNs (3DCNNs) have the ability to "interpret" spatio-temporal data in a high-level manner only from raw pixel input without any feature extraction done beforehand. Through CNNs we are able to accurately detect many different types of object in an image in various scenes [5]. By adding another dimension we arrive to 3DCNN, which are able to extract features through space as well as time. CNNs will be explained in more detail in Section 1.1.4.

The advantage of deep learning over classical computer vision is that deep learning can process information in an end-to-end manner. This means that instead of designing a system with many different components to detect hand-made features, we design one deep learning network that is able to do the same thing. This does however require a lot of labelled data. The developments in the field of deep learning have had an impact on the applications for person re-identification. Recent literature indicates that application of deep learning approaches for the purpose of person re-identification is promising. Novel deep learning architectures have been designed that outperform the state-of-the-art computer vision based methods on several benchmarks [6, 7, 8, 9, 10].

**CMC Curve Rank-1 Score**

Benchmarks on person re-identification aim to increase the rank-1 score of the Cumulative Match Characteristic (CMC) curve. This performance measure is also used in other re-identification settings, such as facial recognition. Given a re-identification task where there is a set of probes and a gallery, the CMC reflects how well the network can sort the candidates in the gallery based on their individual similarity with respect to the probe. More formally, given a set of $n$ probes $P = p_1, p_2, ..., p_n$ and a gallery containing $n$ candidates $G = c_1, c_2, ..., c_n$ the CMC algorithm outputs an ordering for each $p_i$, ($1 \leq i \leq n$) in $P$, sorted in decreasing order on the similarity score computed by the re-identification algorithm for each probe-candidate pair $(p_i, c_j)$. The procedure is denoted in Algorithm 1.
Usually only rank-1 of the CMC curve is compared. In our re-identification context we do not take CMC rank-1 score into account because this number is not relevant to the inner workings of the particle filter algorithm. Instead we only look at the True Positive Rate and the False Positive Rate. These two performance criteria will be explained later in Section 1.1.3. However, we will test our developed networks on existing benchmarks to compare with state of the art, but we will not base design decisions on the outcome of these tests.

```
input : list probes = [probe_1, probe_2, ..., probe_n]
       list gallery = [candidate_1, candidate_2, ..., candidate_n]
output : list ranking = [rank_1, rank_2, ..., rank_n]
1     ranking ← [0, 0, ..., 0] // has length n
2     foreach probe in probes do
3         S ← empty list // starting at index 1
4         foreach candidate in gallery do
5             s ← CalculateSimilarity (probe, candidate)
6             c ← candidate
7             insert (s, c) into S
8         end
9     S' ← sort S on s // in decreasing order
10    r ← 1
11    foreach (s, c) in S' do
12        candidate ← c
13        if probe == candidate then
14            ranking[r] ← ranking[r] + 1
15            break
16        end
17        r ← r + 1
18    end
19 ranking' ← DivideBy (ranking, n)
20 return ranking'
```

Algorithm 1: Cumulative Match Characteristic (CMC). The CMC reflects how well the network can sort the images in the gallery based on their individual similarity with respect to the probe.

### 1.1.2 Intended Use-Case: Indoor Setup

We consider an indoor environment where there are up to 100 unique identities (persons) walking around. Each camera will be able to capture the full body of each identity. The
camera will be mounted at a height of about 2 meters in locations where only one identity can be seen on the image at a time. A face detection algorithm using Haar Cascades will detect if there is a face in the frame and a bounding box of $128 \times 64$ pixels will be formed around the body using the location of the face as reference point. The body image is cropped out and sent to the deep neural network for comparison. The neural network returns whether or not the captured identity matches the probe identity and this response gets passed on to the particle filter.

1.1.3 The Particle Filter

In this section we will only explain the components of the particle filter relevant to the deep neural network that will be developed for person re-identification. From the following explanation it should be clear what purpose the deep neural network serves when viewed in the context of the particle filter. For the full description of all the components of the particle filter see [2].

Particle filters are a type of Monte Carlo method for estimating the internal states in dynamical systems, when there are partial observations, noisy sensors and random perturbations in the system. The goal is to compute the posterior distribution over all the states. The filtering process is modeled as a dynamic Bayesian network as can be seen in Figure 1.2, where $x_t$ represents a state at time $t$ and $z_t$ represents the measurement, capturing the observable phenomena, at time $t$. A state is a variable indicating if the person we are tracking has been present at some location at time $t$. A measurement $z_t$ is the output of the neural network which receives input from the sensor at time $t$. The neural network returns true if the input of the sensor matches the probe and false otherwise. For each of the two cases we have a probability $p(z_t = \text{true}|x_t)$ or $p(z_t = \text{false}|x_t)$. The idea is to recursively calculate a degree of belief over state $x_t$ by considering a set of collected measurements $z_{1:t}$ up to time $t$. Ultimately we want to estimate the probability density function (pdf) $p(x_t|z_{1:t})$, representing the probability of a certain state at time $t$ given all measurements until time $t$. Assuming that $p(x_{t-1}|z_{1:t-1})$ from the previous time step is available we can
compute $p(x_t|z_{1:t})$ by first calculating $p(x_t|z_{1:t-1})$:

$$p(x_t|z_{1:t-1}) = \int p(x_{t-1}|z_{1:t-1})p(x_t|x_{t-1})dx_{t-1}$$ (1.1)

where $p(x_t|x_{t-1})$ is the transition model capturing the state evolution over time. At each time $t$ a measurement $z_t$ can be obtained and used to update $p(x_t|z_{1:t-1})$ with Bayes’ rule, resulting in $p(x_t|z_{1:t})$:

$$p(x_t|z_{1:t}) = \frac{p(z_t|x_t)p(x_t|z_{1:t-1})}{p(z_t|z_{1:t-1})}$$ (1.2)

where $p(z_t|x_t)$ is the measurement model and $p(z_t|z_{1:t-1})$ is the normalization constant. Since the exact computation of $p(x_t|z_{1:t})$ is often not tractable, we approximate it with a nonlinear Bayesian filter based on Monte Carlo simulations. A set of particles $\chi_t = x_t^{[1]}, x_t^{[2]}, ..., x_t^{[M]}$ represent the uncertainty of $p(x_t|z_{1:t})$. Each particle $x_t^{[m]} (1 \leq m \leq M)$ is a possible instantiation of state $x$ at time $t$. The particles in $\chi_{t-1}$ are updated by sampling from state transition probability $p(x_t|x_{t-1})$ to obtain particle set $\bar{\chi}_t$. Then, for each particle in $\bar{\chi}_t$ an importance weight $w_t^{[m]}$ is assigned, where

$$w_t^{[m]} = p(z_t|x_t)$$ (1.3)

Finally, samples are drawn, with replacement, from $\bar{\chi}_t$ using importance weight $w_t^{[m]}$ to obtain $\chi_t$. It turns out that we can infer $w_t^{[m]}$ directly from the performance of our neural network. When we calculate $p(z_t|x_t)$ we are actually calculating the True Positive Rate
True Positive Rate (TPR) is defined as

$$TPR = \frac{TP}{TP + FN}$$  \hspace{1cm} (1.4) $$

where TP means True Positive and FN means False Negative. In Table 1.1 we can see when a prediction instance is considered TP or FN. Ideally we want $TPR = w^{[m]} = 1$, such that when there is a true probe-candidate match, the neural network makes the correct prediction 100% of the time. Note that $TPR = 1$ can be achieved when the neural network predicts a match for any probe-candidate pair. To prevent this from happening we also want the False Positive Rate (FPR) to be as low as possible. False Positive Rate (FPR) is defined as

$$FPR = \frac{FP}{FP + TN}$$  \hspace{1cm} (1.5) $$

where FP means False Positive and TN means True Negative. In Table 1.1 we can see when a prediction instance is considered FP or TN.

### 1.1.4 Neural Networks and Deep Learning

**Artificial Neural Networks**

A neural network is a set of units, called *neurons*, that are connected to each other by weighted edges. The weights represent the importance of the connections between the individual neurons. The neurons are arranged in layers. The most simple neural network is the single-layer perceptron [11] where there is only a single layer of neurons. This neural network is a function of its weights, input and bias and outputs either a 0 or 1 value:

$$f(x, w, b) = \begin{cases} 
1, & \text{if } \sum_{i=1}^{m} w_i x_i + b > 0 \\
0, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (1.6) $$

Here $x$ represents the input data as a one-dimensional vector of length $m$, $w_i$ is the weight corresponding to input $x_i$ and $b$ is the bias. Note that the perceptron is a linear classifier which means that it can only learn linear relationships between the input and output. The network trains on the data by making predictions and updating the weights if the prediction is wrong, until convergence is reached. The perceptron converges only if the data is linearly separable. The weights are updated using the perceptron learning rule:

$$w_i = w_i + \eta(t-o)x_i$$  \hspace{1cm} (1.7) $$
where $t$ is the target output, so the correct answer, $o$ is the perceptron output and $\eta$ is the learning rate, which determines the magnitude of the weight update.

When the network has an input layer, an output layer and at least one layer inbetween, we call it a multilayer perceptron (MLP). The inbetween layers are called hidden layers. An MLP has the advantage that it can learn non-linear relationships between the input and output due to the non-linear activation functions used when propagating information through the network: the output of each neuron is passed through a non-linear function before it is passed on to the next neuron. Without non-linear activation functions the network will behave just like a single-layer perceptron, no matter how many layers we add to it. Instead of using the perceptron rule to perform weight updates, the MLP uses backpropagation. Backpropagation computes the gradient of the loss function with respect to each weight. The gradient is then used in an optimization algorithm to update the weight such that the loss function is minimized. The weight update is performed as follows:

$$w_i = w_i - \eta \frac{\partial E(w_i, x_i, t_i)}{\partial w_i} \quad (1.8)$$

where loss $E$ is a function of the weight $w_i$, the input $x_i$ and the target output $t_i$. The loss function determines the penalty for the network making the wrong prediction.

**Deep Learning**

When we add multiple hidden layers to the network we can call the network a deep neural network. The term deep learning refers to the stacking of simple units to form a hierarchical structure. When all the neurons in one layer are connected to all the neurons in the next layer, we call that inbetween structure of connections (weights) a fully connected layer or an FC layer.

**Siamese architecture**

For the problem of person re-id we would like to compare extracted image features to learn about their similarity. A useful architecture for this problem is the Siamese architecture, where there are two identical feature extractors sharing the same weights. Siamese networks are used for the processing of pairs of data. Usually the extracted data feature is passed on to a distance learning algorithm that learns a metric defining the distance between the two extracted features.
Convolutional Neural Networks (CNN)

A convolutional layer is like a fully connected layer where each input gets processed by a convolutional operation before being passed on to the next layer. But instead of learning the weights of all the connections between the layers, a convolutional kernel is learned that is shared by all the connections between the two layers. Traditionally, convolutional layers are used to extract translation-invariant features from the input by using two-dimensional kernels. Pooling layers are often used in combination with convolutional layers to reduce the spatial dimensions of the input and to prevent overfitting. An often occurring combination is a convolutional layer followed by a pooling layer and then this pattern is repeated a couple of times until the spatial dimensions of the input have been reduced to one. This is how we can extract features from an image with a neural network. Usually this one-dimensional image feature is passed on to a series of FC layers that learn the high-level reasoning leading to the output. This setup is known as a convolutional neural network.

Three-Dimensional Convolutional Neural Networks (3DCNN)

A 3DCNN [12] is very similar to a CNN, with the addition of an extra dimension in the kernel: For example, instead of having a $3 \times 3$ kernel, which learns spatial features, we have a $3 \times 3 \times 3$ kernel, which learns temporal features in addition to spatial features.

1.2 Relevant Problems in Person Re-Identification

In this section we will look at some open problems in person re-identification and how they have been confronted in the literature. These problems are relevant to increasing the performance measures for the use-case.

1.2.1 Euclidean Distance Function

Many deep learning based person re-identification methods use a convolutional neural network (CNN) to extract features from the images. Most deep learning based person re-identification methods use a distance function to compute the similarity between the extracted probe-candidate pair features. A generalization of frequently used architectures can be seen in Figure 1.3. The most popular distance function used in current person re-identification literature [13, 14, 15, 16, 17, 19, 18] is the Euclidean distance function:

$$d(p, q) = \sqrt{\sum_{i=1}^{n} (p_i - q_i)^2}$$ (1.9)
where $p$ and $q$ are the extracted probe and candidate feature vectors and $d(p, q) \geq 0$. Computing the distance between two large feature vectors reduces the detail of the image features to a single number. On one hand this can be desirable since it reduces the dimensionality of the data, making it less expensive to perform consecutive computations. But on the other hand this dimension reduction is undesirable because we essentially throw away important discriminative information. The Euclidean distance is also sensitive to scale and disregards correlations between features across dimensions [19]. When the Euclidean distance is used we need to set a threshold for when to classify a probe-candidate pair as matching or not matching. This threshold has to be set before training the network and can be considered a hyperparameter of the network. Before training, it is very difficult to know what kind of values the model will output as distance since Equation 1.9 only guarantees a value greater than zero, making it almost impossible to guess an appropriate value for the threshold.

Another approach is to preserve as much information as possible that is contained in the extracted features. For example by taking the element-wise subtraction between the two features or to concatenate the features. In a recent work the two feature vectors are fused by element-wise subtraction and then passed on to a fully connected (FC) layer for further processing [20]. In the results they show that state-of-the-art results can be obtained while avoiding the use of any distance function, simplifying the network and using the extracted information to a fuller extent. In another paper the element-wise difference be-
tween the two feature vectors is computed and then passed on to another convolutional layer followed by a set of FC layers [21]. In [22] features are extracted with a CNN and then concatenated with hand-crafted features and then passed on to a FC layer. [23] argue that while the Euclidean and cosine distances are simple to use, they have lower discriminative ability to measure the similarity between a CNN learning feature pair. Instead [23] uses a combination of element-wise absolute value and multiplication to perform feature fusion while achieving competitive results on several benchmarks. The use of FC layers after feature extraction suggest a more natural approach to person re-identification, where instead of imposing a constraint in the form of a distance function, the network can learn its own representation of a distance function. In this thesis we will adopt the method of using the full feature vectors and experiment with various element-wise feature operations, such as taking the (absolute) difference, addition and multiplication. In addition we will also perform experiments with the concatenation of the two feature vectors.

1.2.2 Small Datasets

We have many re-id datasets but most of them are quite small and none of these datasets even approach the size of image recognition benchmark datasets such as ImageNet. Ideally we also want to acquire a dataset from the environment in which we will use the trained network. However this dataset is likely to also be very small because of the time-consuming process of collecting and matching pairs of person images in a camera network. Since training deep neural networks require as much data as possible, the fact that no adequately big dataset of the desired environment available is an issue. Current literature deals with this issue by pre-training on existing datasets before training on the actual target dataset using [10, 20]. Others have attempted to augment existing datasets with exotic methods where the person is cut out of the original image and pasted on another background [24]. And another popular tactic is to extract as many features as possible from the available data by combining hand-crafted features with CNN features [22] or by learning image attributes [14]. Results obtained by [10] imply that by jointly training on multiple datasets, a CNN can learn a generic representation of the person re-identification classification task.

Batch normalization [25] is often used to increase performance in neural networks because it speeds up learning by reducing internal covariate shift and in addition provides weight
 regularization. Batch normalization involves taking the mean of a mini-batch:

\[
\mu_B \leftarrow \frac{1}{m} \sum_{i=1}^{m} x_i
\]  

(1.10)

and the mini-batch variance:

\[
\sigma^2_B \leftarrow \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_B)^2
\]  

(1.11)

for the normalization:

\[
\hat{x}_i \leftarrow \frac{x_i - \mu_B}{\sqrt{\sigma^2_B + \epsilon}}
\]  

(1.12)

and then we scale and shift with the use of learnable parameters \(\gamma\) and \(\beta\):

\[
y_i \leftarrow \gamma \hat{x}_i + \beta \equiv \text{BN}_{\gamma, \beta}(x_i)
\]  

(1.13)

Consider the case where we train on multiple mixed datasets, each individual dataset having a different mean and variance. We visualize the mean image of some of the datasets that we use in 1.4. The mean images are visually not similar. When we train on a dataset with a mixture distribution, the mini-batch mean \(\mu_B\) will be representing the average of a subset of the mixture distribution, and not the average of a subset of the target distribution. The same will be the case for the mini-batch variance \(\sigma^2_B\). It is unknown what kind of effect this will have on network training and generalization. In this thesis we will investigate various forms of mixing datasets together in various orders and mixing recipes. And we will find out how batch normalization behaves on a mixture distribution.

![Dataset averages](image)

Figure 1.4: Dataset averages. (A) VIPeR (B) PRID450 (C) MARKET1501 (D) GRID (E) CUHK02. Best viewed in color.
1.2.3 Video vs. Image Person Re-Identification

While deep learning based image person re-identification has been studied extensively, deep learning based video person re-identification has not received the same attention. There are some papers that handle video for use in person re-identification using deep learning [26, 9, 7, 27, 28, 29, 30], most of them very recent. The trend in video based re-identification is to also use a distance metric [26, 9, 27, 28, 30]. All of them use a recurrent neural network to extract the features based in time. It is known that to have good performance with recurrent neural network a lot of data is needed. However in the case with person re-identification often we only have very small datasets. Instead of a recurrent neural network, we will use 3D convolutions to learn weight kernels, not only in space but also through time [12]. Another problem that has not received attention is how image based re-identification compares to video based re-identification. It is assumed that because video holds more information this is better for telling people apart. But it has not been objectively tested. [9] implicitly tested this, by varying the number of images in a sequence, the results of which are shown in Figure 1.5. A sequence with length 1 is just an image, therefore [9] tested the effectiveness of images against video. However, the neural network used was one trained on sequences of 16 images, resulting in a model that relies on at least 16 images to achieve a good performance. The underperformance of sequences of length 1 can be attributed to the network architecture used and the resulting model. In this thesis we will build on this work by comparing the data types in a more appropriate way, by comparing a 2D CNN with a 3D CNN, trained on images and videos respectively. Both image and video data will come from the same video source and will have a similar distribution.
1.3 Research Questions

The end goal of this thesis is to develop a deep neural network that achieves suitable performance for use in the particle filter. Aside from that we research several existing problems, which the solutions of may lead to increased performance in our network. We can identify the following questions that need answering:

1. What is the effect of replacing the Euclidean distance with a neural network for metric learning?

2. How can we best make use of all available datasets?
   (a) What are the effects of different training schemes on the performance?
   (b) How effective is pre-training on auxiliary person re-identification datasets?
   (c) How well does a learned model generalize to a different environment?

3. How can we compare the effectiveness of the use of image data versus video data?
   (a) How can we modify the image network minimally to work on video data?
   (b) Is video data more informative than image data?
Chapter 2

Methods

To answer the questions posed in Section 1.3, we perform a series of experiments by making modifications to the neural network and observing the effects of the modification. Since the main goal is to use the developed network in the particle filter system described in Section 1.1.3, the aim is to optimize the TPR and the FPR. First, the formulation of the person re-identification problem will be explained. Then, the overall architecture of the model that we will use and the choice of hyperparameters are described. We use the same base siamese neural network in each experiment, with variations in some of the components. Finally, the choice of datasets is clarified and a description of each dataset used is given.

2.1 Problem Formulation

The particle filter has to receive input from the neural network that says whether there was a specific person identified in the imagery obtained at a specific location. The formulation that fits this problem is that of classification: does the observed person match the probe or not? The network receives a pair of images as input and outputs whether the images match or not.

2.2 Models

2.2.1 Siamese Convolutional Neural Network (SCNN)

This network is used to conduct experiments with pairs of images. Like almost all of the deep learning models in person re-identification literature, we use the siamese architecture for our network because it can accept probe-candidate pairs of images as input. To extract the features from the images, we use a series of convolutional layers, followed
by max pooling, then passed through an activation function and normalized using batch normalization. After that the extracted pair of feature vectors gets merged to one feature vector and processed by the similarity learning component. The individual images are quite small, so we don’t need many convolutional layers to extract the features. The CNN branches are based on AlexNet and then through iterative experiments we arrived at our specific composition as illustrated in Figure 2.1.

The raw input images are first resized to $128 \times 64$ pixels. If the image is smaller than $128 \times 64$ pixels then zero padding is added to fill the gaps. If the image is larger than $128 \times 64$ pixels then the image is re-scaled. Since the width-height ratio in most person re-identification is similar, re-scaling the larger images will not lead to strange body proportions. The images are passed through a batch normalization layer to make sure that it is normalized to have 0 mean and a standard deviation of 1. We use the Exponential Linear Unit (ELU) [31] as our nonlinearity because we found that empirically it outperforms the more commonly used Rectified Linear Unit (ReLU). We now refer to the components described in Figure 2.1. A convolutional unit consists of a convolutional layer with a stride of 1. Since the images are small, a small $3 \times 3$ kernel is used to capture more detail. This is followed by a max pooling operation with a $2 \times 2$ kernel, followed by the ELU and finally batch normalization is applied to reduce internal covariate shift as the features are propagated through the branch. Notice that in the first convolutional unit a max pooling operation of $4 \times 2$ is used. This was done to have a one-dimensional feature vector as the output of convolutional unit 6. The two branches of the siamese network share the same weights. Each branch outputs a one-dimensional 512 element feature vector. These are merged together using an element-wise subtraction and then by taking the absolute value per element, resulting in the absolute difference feature vector. This vector is then passed on to the similarity learning block. The similarity learning block consists of a set of FC layers combined with a dropout of 0.5 between the layers to provide regularization. At the end we have an output layer consisting of two one-hot-encoded outputs: $[0, 1]$ for match and $[1, 0]$ for a mismatch. The predictions are passed through the softmax function to normalize the output: Prediction $P = [p_1, p_2]$ and if $p_2 > 0.5$ then the network predicts that the pair is a match.

### Euclidean Siamese Convolutional Neural Network

In Figure 2.2 we can see the architecture of a our network when we use the Euclidean distance. We can see that the branches of our network are the same as the branches in the SCNN in Figure 2.1. The difference lies in the components after feature extraction has
Figure 2.1: The Siamese Convolutional Neural Network architecture.
taken place. The extracted features are passed directly to the Euclidean distance for metric computation.

2.2.3 Siamese 3D Convolutional Neural Network (S3DCNN)

This network is used to perform experiments with pairs of image sequences (video pairs). In Figure 2.3 the architecture can be viewed. We can see immediately that the network architecture bears a striking resemblance to the network architecture in Figure 2.1. The only discrepancy is the use of 3D convolutions instead of 2D convolutions. The goal that we wanted to achieve with this network is to see if we can develop a network as similar as possible to the network in Section 2.2.1 in order to objectively assess whether or not images work better than videos.
Figure 2.3: The Siamese 3D-Convolutional Neural Network architecture.
2.3 Training

Our training set consists of labeled image pairs, indicating whether a pair of images belong to the same identity. A label of $[0, 1]$ indicating that the given pair is a match, or a $[1, 0]$ indicating that the given pair is a mismatch. By doing this we cast the re-identification problem as a classification problem consisting of two classes: match or mismatch. All networks are trained for 100 epochs.

Neural Metric Learner

We train the network using a Cyclical Learning Rate (CLR) [32]. We set the lower boundary at 0.00001 and the upper boundary at 0.005 and use the triangular policy. These settings gave the best performance empirically. Most DL papers train using a learning rate that decreases as the network learns (decay), while CLR cycles periodically through the lower and upper boundaries, as the name implies it. This speeds up training time, requiring less steps to reach convergence. We found that it also increases the generalization capabilities of the network in comparison with using a learning rate with decay. For the loss function we minimize the categorical cross-entropy. We optimize the model using Nadam with a decay of 0.95 and we set a batch size of 32. We use dropout with a dropout rate of 0.5 to provide for regularization.

Euclidean Distance

When we use the Euclidean as distance learner we do not use CLR because we found that it destabilizes the learning process and the network does not converge. Instead we use a learning rate of 0.00001. The contrastive loss is used as in [33], which was developed for use with simple distance functions such as the Euclidean distance. Empirically we found that when we use the categorical cross-entropy loss the network does not converge when using the Euclidean distance. When optimizing the model we use Nadam with a decay of 0.95.

2.4 Datasets

We select a variety of datasets to assess the performance of our network across several benchmarks. The datasets chosen are commonly used in literature and are quite clean in terms that there are no occlusions and all boundary boxes are assigned by humans.
2.4.1 Image Datasets

VIPeR
This dataset consists of 632 IDs where each ID is present twice in the dataset, resulting in 1264 images in total [3]. The images are taken from various angles under varying lighting conditions in an academic setting. Each image has been extracted from a full frame image and scaled to $128 \times 48$ pixels. Before the images are fed to our network we pad them with zeros to a size of $128 \times 64$ pixels.

CUHK02
This dataset consists of 1816 IDs where each ID is present four times in the dataset, resulting in 7264 images in total [34]. The images are taken from 10 different cameras on a university campus. Each image has been extracted from a full frame image and scaled to $160 \times 60$ pixels. Before the images are fed to our network we scale them down and pad the width with zeros to a size of $128 \times 64$ pixels.

Market-1501
This dataset consists of 1501 IDs where each ID is present at least two times in the dataset, resulting in 25259 images in total [35]. The images are taken from six different cameras near a supermarket. Each image has been extracted from a full frame image and scaled to $160 \times 60$ pixels. Before the images are fed to our network we scale them down and pad the width with zeros to a size of $128 \times 64$ pixels.

QMUL-GRID
This dataset consists of 250 IDs where each ID is present twice in the dataset, resulting in 500 images in total [36]. The images are taken from 8 different cameras in an underground station. Each image has been extracted from a full frame image and scaled to $291 \times 106$ pixels. Before the images are fed to our network we scale them down to a size of $128 \times 64$ pixels.

PRID450
This dataset consists of 450 IDs where each ID is present twice in the dataset, resulting in 900 images in total [37]. The images are taken from two different cameras near a crosswalk. Each image has been extracted from a full frame image and scaled to $155 \times 90$ pixels. Before the images are fed to our network we scale them down to a size of $128 \times 64$ pixels. This dataset is based on the PRID2011 dataset, that we will mention next.
2.4.2 Video Datasets

PRID2011

PRID2011 dataset was captured in the same scenario as PRID450 from the same camera network consisting of two cameras [38]. However, PRID2011 consists of the entire sequences of images and not just single-shot images. Camera view A shows 385 IDs and camera view B shows 749 IDs. In total, there are 200 IDs that appear on both cameras. Each sequence is between 5 and 675 images long. For each image in each sequence, we scale the image to $128 \times 64$ pixels. Instead of following the protocol that is recommended for training and testing, which is to use the sequences as is, we decided to only select the IDs that appear on both cameras and have a sequence length of at least 20 images. In case that the ID does not appear on both cameras but it does have a sequence length of 40 images or more, these IDs are also selected. The rest of the IDs are discarded. For each ID we split the sequences in non-overlapping subsequences of 20 images each. With this technique we now have 615 unique IDs instead of 200. We choose a sequence length of 20 images because that is approximately the number of frame it takes on average for an ID to make two steps. We assume that gait information is encoded in the sequences and that two steps should provide sufficiently discriminative information. As another result of this technique, we also have more sequences in total than before, because we decreased the length of the individual sequences. We think that a length of 20 and the increase in unique identities is a good compromise, since [9] shows in Figure 1.5 that their network gave a rank-1 of about 40 given sequences of length 20, compared to a rank-1 of 52 with sequences of length 128.

iLIDS-VID

The iLIDS-VID dataset [27] was captured in an airport arrival hall from two non-overlapping camera views. In total, there are 300 unique IDs that are present in both camera views. Each sequence is 23 to 192 frames long. The images are 128 by 64 pixels so no resizing is necessary. To be consistent with with the choices made in the PRID2011 dataset, we also split each sequence in several non-overlapping parts of 20 images per sequence. What we lose in sequence length we gain back in the number of samples available from each sequence. This means that we now have more positive matches to train with, increasing the total size of the training set. Just like it was the case with PRID2011, we now consider both views from both cameras. In other words, each sequence in a sequence pair can belong to the same view or a different view. Say we have cameras A and B and we denote a sequence pair with the camera that they belong to. For example, the pair (A, A) means that both probe and candidate are coming from camera A. In the original procedure we only have (A, B) whereas in our modified version of the procedure the network has to
learn from instances that could belong to: (A, B), (B, A), (A, A) and (B, B). This makes the re-identification task more difficult, but ultimately makes for a more general model.

2.4.3 Benchmarking vs. Real World Use

The recommended protocol with all of the datasets when doing benchmarking is to use the datasets as is. This means that, assuming we have cameras A and B, that the probe is always from camera A and the candidates are from camera B. So to get a good performance on the benchmark we would have to train always in pairs of (A, B). However this also means that the network will learn a view-specific representation, which is not useful if we want to transfer the learned model to another camera in another view. For benchmarking this is acceptable because we are not dealing with a real world scenario. But in real life, such as in our particle filter system, such view specific models are inconvenient. The cameras used in the custom real world scenario will be different than the ones used for capturing the dataset and the angles will be different. This is why we perform a technique that we call *sideways shuffling* on the training data, such that the network will not learn a view specific representation. Say we have a dataset with two camera views A and B. Instead of passing pair (A, B) to the camera each time we pass (A, B) half of the time and (B, A) the other half of the time. This is illustrated in Figure 2.4.

2.4.4 The Class Imbalance Problem

A natural class imbalance arises in the data because we work with pairs of images to train the model. This results in a much higher number of negative (mismatching) image pairs
Table 2.1: The increase of the class imbalance when the number of IDs increase.

<table>
<thead>
<tr>
<th>IDs</th>
<th>total pairs</th>
<th>positive pairs</th>
<th>negative pairs</th>
<th>$r_{p,n}$ %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>190</td>
<td>10</td>
<td>180</td>
<td>5.56</td>
</tr>
<tr>
<td>50</td>
<td>4950</td>
<td>50</td>
<td>4900</td>
<td>1.02</td>
</tr>
<tr>
<td>100</td>
<td>19900</td>
<td>100</td>
<td>19800</td>
<td>0.51</td>
</tr>
<tr>
<td>500</td>
<td>499500</td>
<td>500</td>
<td>499000</td>
<td>0.10</td>
</tr>
<tr>
<td>1000</td>
<td>1999000</td>
<td>1000</td>
<td>1998000</td>
<td>0.05</td>
</tr>
</tbody>
</table>

compared to the number of positive (matching) image pairs. When we make pairs of images we get the following:

\[
p = \frac{(IC)^2 - IC}{2}
\]  

(2.1)

\[
p_{pos} = IC^2 - \frac{C}{2}
\]  

(2.2)

\[
p_{neg} = p - p_{pos}
\]  

(2.3)

where $p$ is the total number of pairs possible, $C$ is the number of cameras in a network, $I$ is the number of IDs in the dataset visible on all cameras, $p_{pos}$ is the number of positive pairs possible and $p_{neg}$ is the number of negative pairs possible. When we compare the ratio between positive and negative pairs we can see clearly that there is a huge imbalance, see Table 2.1 which was computed from Equations 2.1 - 2.4

\[
r_{p,n} = \frac{C - 1}{C(I - 1)}
\]  

(2.4)

The common way to tackle this problem is to use data augmentation techniques to augment the number of positive pairs, such as mirroring, rotating and zooming. However we wanted to see how well the datasets would perform on their own, without using augmentation so we did not use data augmentation.

To overcome this imbalance we perform undersampling in the negative class: For each training epoch, the set of negative pairs is shuffled and a random subset is sampled from the set of negative image pairs. This sampled subset has the same number of pairs as the number of pairs in the set of positive image pairs, making the final training set equally balanced for both classes.
Note that balancing the data means that we ignore the prior belief that the occurrence of a match is a rare event. Instead, the resulting model assumes that a match occurs with equal frequency as a mismatch. If we were using the neural network as a standalone detector, then it would make sense to not balance the data 50-50, since in the limit, we would obtain a sensor model $P(z_t|x_t)$ imposed with the prior belief that an occurrence of a match is rare, optimal for the real world use case. However, the neural network is used as part of a larger estimation process, where the priors of a specific person being present at the sensor is computed. $P(x_t|z_{1:t-1})$ can be viewed as the prior belief that the neural network has detected a match at the location of the sensor at time $t$. Since the prior is explicitly computed, the likelihood given by the sensor model $P(z_t|x_t)$ should assume that a match occurs with equal frequency as a mismatch.
Chapter 3
Experiments

In this chapter we will explain the setup of the various experiments performed to find answers to the research questions presented in Section 1.3. Each experiment section will address each research question respectively.

3.1 Experiments 1: Feature fusion

The first research question states: What is the effect of replacing the Euclidean distance with a neural network for metric learning? To answer this question we run experiments with the SCNN by replacing the similarity learning component with the Euclidean distance and we compare them to the following feature fusion methods: concatenation, addition, subtraction, multiplication and absolute difference. All the fusion methods with the exception of concatenation happen element-wise. For concatenation the extracted feature vectors get concatenated, and a new feature vector with twice the length is formed. In the feature fusion methods fusion is performed and then passed on to a set of FC layers as depicted in Figure 2.1. We use three small person re-identification datasets for this experiment: VIPeR, GRID and PRID450. We measure the results on the TPR and FPR performance measures. The goal is to maximize the TPR and minimize the FPR. The perfect result would be to have a TPR of 1 and a FPR of 0. In Table 3.1 we can see the results of this experiment. The Euclidean distance gave a low FPR across most datasets, which is desirable. The Euclidean distance resulted in an TPR over 0.55 on most datasets, however on the GRID dataset it gave very poor performance on the TPR with 0.15. Considering that GRID is the noisiest dataset of the three this is not surprising. It is interesting to see that as the datasets get larger the Euclidean distance performs better. The results for the fusion methods are unclear. In terms of FPR, the absolute fusion method outperforms the rest of
the fusion methods, but scores low on TPR on the smaller datasets. In terms of TPR the concatenate method outperforms the rest of the fusion methods, but scores relatively high on the FPR for the smaller datasets. However both of these methods have a reasonable TPR-FPR balance on the larger datasets. In fact, all the fusion methods have a reasonable TPR-FPR balance when the datasets are large. This suggests that for larger datasets it is not so important what is used for metric learning. But for small datasets the choice of metric learner is crucial.

### 3.2 Experiments 2: Strategies for training

The overall second research question states: How can we make use of all the available datasets? We break down this question in subquestions to properly answer this overall question. We identified three subquestions. For each subquestion we run a series of experiments. The aim of these experiments is to find out if there is a configuration that improves the performance of the base network, which is trained on a single dataset. In these experiments the distinction is made between the auxiliary datasets and the target dataset. Auxiliary datasets are labeled person re-identification datasets that are available but that will not be used to test the network on. As the name suggests, these datasets serve to provide extra data to train the network with. The target dataset is the dataset on which we actually want to test the performance of the network on. This dataset will be split into a training subset and a testing subset. In the following experiments we look at the effects of data mixing when using the absolute and concatenate fusion methods because, depending on which performance measure we look at, these two fusion methods performed best. We do not include the Euclidean distance in the experiments because several components are different from a neural network using a neural metric learner: the network architecture is different, as indicated in Section 2.2.2, the loss is different, the optimizer used is different...
and CLR is not used, as indicated in Section 2.3. This makes it hard to determine what the cause in performance difference could be. Furthermore, we believe that batch normalization will cause a decrease in performance when mixing different data distributions, as mentioned in Section 1.2.2, and we will repeat the experiments without batch normalization and compare to another normalization method, in order to be able to assess whether or not batch normalization is causing a decrease in performance. For Experiments 2.1.1, 2.1.2, 2.2.1 and 2.2.2 we use the VIPeR, GRID and PRID450 datasets because we want to emphasize the effects of mixing together small datasets. Previous empirical results indicated that mixing with larger datasets tends to give the same results as training only on the large dataset, which is logical since a dataset, consisting of a large dataset with several smaller datasets, is comprised of at least 70% the larger dataset (70% for Market1501 and 74% for CUHK02). In Experiments 2.2.3 experiment with CUHK02, Market1501 and GRID because these datasets have a similar appearance as assessed by the dataset mean in Figure 1.4.

3.2.1 Experiments 2.1: Training on Auxiliary Datasets

Experiment 2.1.1: Randomly mixing multiple datasets

In the first experiment we consider three datasets VIPeR, GRID and PRID450. There are three experiments in total, each experiment targeting each dataset in the considered set respectively. The other two datasets that are not the target dataset are considered auxiliary datasets. The training subset belonging to the target dataset is mixed in randomly with the auxiliary datasets and at the end of the training phase the network is tested for its performance on the test subset of the target dataset. For example, let us consider the case where the PRID450 dataset is our target dataset $P_T$, making VIPeR and GRID the auxiliary datasets $V_A, G_A$ respectively. We split PRID450 into a training subset $P_{train}$ and a test subset $P_{test}$. The total training set becomes $Train = shuffle(V_A + G_A + P_{train})$. This experiment is visualized in Figure 3.1. Because we believe that batch normalization might cause a problem, as explained in Section 1.2.2, we also run the three experiments without batch normalization and compare the results. Also, the experiments are run with the use of SELUs to replace the normalization that was previously provided by batch normalization, so that we can compare to batch normalization.

The results of these experiments can be viewed in Table 3.2. First of all, when using the absolute feature fusion, we can see that batch normalization did not lead to worse performance as we expected (except for the GRID dataset) when compared to not using any batch
normalization. In fact the performance when using batch normalization is slightly better than the use of no normalization method and slightly better than the use of SELUs. This means that batch normalizing a network that is trained on data from multiple networks does not affect performance in a negative way. However, batch normalizing a network trained on multiple datasets does not improve the performance of the network by much as compared to batch normalizing a network that is trained on a single dataset. When concatenation is used as feature fusion method, we see that the TPR for each dataset is higher compared to the absolute feature fusion. However this comes at a cost as the FPR is also increased. Now we look at the results of this experiment compared to the results in Experiment 1, when only a single dataset is used for training. This comparison is given in Table 3.3. We can see that there is TPR increase across datasets with both fusion methods. But the FPR with absolute fusion is increased, while the FPR with concatenation is decreased. Since increase in FPR is worse for performance than decrease in TPR we can say that, overall, (1) there are small performance gains with randomly mixing datasets + using concatenation and (2) random mixing is not beneficial to the absolute fusion method.

**Experiment 2.1.2: Semi-randomly mixed datasets**

In this experiment we consider the datasets mentioned in experiment 2.1.1. In this case there are also three experiments in which we target each dataset in the considered set respectively. The two other datasets that are considered auxiliary datasets are randomly
Table 3.2: Experiment 2.1.1 results: Randomly mixing multiple datasets

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>normalization</th>
<th>TPR VIPeR</th>
<th>TPR GRID</th>
<th>TPR PRID450</th>
<th>FPR VIPeR</th>
<th>FPR GRID</th>
<th>FPR PRID450</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute</td>
<td>nothing</td>
<td>0.27</td>
<td>0.48</td>
<td>0.41</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>absolute</td>
<td>batchnorm</td>
<td>0.34</td>
<td>0.59</td>
<td>0.48</td>
<td>0.05</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>absolute</td>
<td>selu+AD</td>
<td>0.28</td>
<td>0.49</td>
<td>0.49</td>
<td>0.03</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>concatenate</td>
<td>batchnorm</td>
<td>0.52</td>
<td>0.75</td>
<td>0.70</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 3.3: Experiment 1 vs. 2.1.1 results comparison.

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>mix method</th>
<th>TPR VIPeR</th>
<th>TPR GRID</th>
<th>TPR PRID450</th>
<th>FPR VIPeR</th>
<th>FPR GRID</th>
<th>FPR PRID450</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute</td>
<td>single</td>
<td>0.19</td>
<td>0.10</td>
<td>0.16</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>absolute</td>
<td>multiple</td>
<td>0.34</td>
<td>0.59</td>
<td>0.48</td>
<td>0.05</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>concatenate</td>
<td>single</td>
<td>0.54</td>
<td>0.70</td>
<td>0.61</td>
<td>0.21</td>
<td>0.18</td>
<td>0.20</td>
</tr>
<tr>
<td>concatenate</td>
<td>multiple</td>
<td>0.52</td>
<td>0.75</td>
<td>0.70</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
</tr>
</tbody>
</table>

mixed. Instead of mixing in the training subset of the target dataset, we append it to the end of the mixed auxiliary datasets. This means that the network is trained on a mix of the auxiliary datasets first and then on the training subset of the target dataset, all in one epoch. This repeats for all the following epochs. For example, consider PRID450 as the target dataset $P_T$ consisting of training subset $P_{train}$ and test subset $P_{test}$. Consider also the auxiliary datasets VIPeR $V_A$ and GRID $G_A$. The total training set per epoch will be $Train = shuffle(V_A + G_A) + P_{train}$. A visualization of this procedure can be seen in Figure 3.2. As was the case in experiment 2.1.1, in this setting we will also repeat the experiments comparing the use of batch normalization to not using batch normalization and to using SELU and AlphaDropout for providing normalization. In addition we will also repeat the experiment when using concatenation as feature fusion method.

The results can be seen in Table 3.4. Again we see that batch normalization did not negatively impact the results compared to the results not using batch normalization. On the PRID450 batch normalization did score 0.02 lower on TPR compared to when SELU + AD was used. However the FPR was also 0.02 lower when using batch normalization compared to using SELU + AD. We can also say again that batch normalizing a network trained on multiple datasets does not improve the performance of the network by much as compared to batch normalizing a network that is trained on a single dataset. When comparing concatenate to absolute we can see that the TPR is increased by 0.16 to 0.25 and the FPR is increased by 0.07 to 0.09. In Table 3.5 we compare the results from this experi-
ment to the results of experiment 1. As was the case in Table 3.3, we see that the benefit of semi-randomly mixing the data has more benefits to concatenate than to absolute.

Conclusion to Mixing Experiments

In both Experiments 2.1.1 and 2.1.2 we see that there are small benefits to dataset mixing to increase the number of training instances, but only when using concatenation as the feature fusion method, with an increase in TPR and a decrease in FPR in most cases. We also find that using batch normalization has no adverse effects on the performance as previously hypothesized. Overall there is no clear benefit to using mixing methods as the FPR in both concatenate and absolute remain high or increase respectively.

3.2.2 Experiments 2.2: Pre-Training and Transfer Learning

Experiment 2.2.1: Training on Randomly Mixed Auxiliary Datasets + Retraining on the Target Dataset

Here we consider the performance when a network completely retrained on the target training subset from a network that was trained on the mix of multiple auxiliary datasets. For
Table 3.4: Experiment 2.1.2 results: Semi-randomly mixing multiple datasets.

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>normalization</th>
<th>TPR VIPeR</th>
<th>GRID</th>
<th>PRID450</th>
<th>FPR VIPeR</th>
<th>GRID</th>
<th>PRID450</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute</td>
<td>nothing</td>
<td>0.30</td>
<td>0.39</td>
<td>0.39</td>
<td>0.05</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>absolute</td>
<td>batchnorm</td>
<td>0.38</td>
<td>0.39</td>
<td>0.42</td>
<td>0.06</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>absolute</td>
<td>selu+AD</td>
<td>0.26</td>
<td>0.34</td>
<td>0.44</td>
<td>0.04</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td>concatenate</td>
<td>batchnorm</td>
<td>0.54</td>
<td>0.64</td>
<td>0.61</td>
<td>0.15</td>
<td>0.11</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 3.5: Experiment 1 vs. 2.1.2 result comparison.

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>mix method</th>
<th>TPR VIPeR</th>
<th>GRID</th>
<th>PRID450</th>
<th>FPR VIPeR</th>
<th>GRID</th>
<th>PRID450</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute</td>
<td>single</td>
<td>0.19</td>
<td>0.10</td>
<td>0.16</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>absolute</td>
<td>multiple</td>
<td>0.38</td>
<td>0.39</td>
<td>0.42</td>
<td>0.06</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>concatenate</td>
<td>single</td>
<td>0.54</td>
<td>0.70</td>
<td>0.61</td>
<td>0.21</td>
<td>0.18</td>
<td>0.20</td>
</tr>
<tr>
<td>concatenate</td>
<td>multiple</td>
<td>0.54</td>
<td>0.64</td>
<td>0.61</td>
<td>0.15</td>
<td>0.11</td>
<td>0.16</td>
</tr>
</tbody>
</table>

example, consider again PRID450 to be the target dataset $P_T$ with subsets $P_{train}$ and $P_{test}$. We take a network that was initialized with Glorot weights and we train it on a mix of the auxiliary datasets VIPeR $V_A$ and GRID $G_A$ for a number of epochs. After the network is finished training we retrain the network on $P_{train}$ for a number of epochs. This procedure is visualized in Figure 3.3. The results are given in Table 3.6. Here we can see that, when using absolute fusion, the batch normalized network performs worse across the three datasets compared to when no normalization is used and when SELU + AD is used. It seems that, when retraining a network on the target dataset that using SELU + AD is more beneficial for performance than using batch normalization. When looking at the concatenate fusion method compared to the absolute fusion method results we can see that the TPR is increased by 0.24 to 0.43 but that the FPR is also increased by 0.12. In Table 3.6, we can see the results of this experiment compared with the results from experiment 1. Looking at the results when the absolute fusion is used there is a slight increase in TPR for two datasets and a decrease in TPR for PRID450. When using concatenate fusion, TPR across all datasets is decreased by 0.06 to 0.11 while FPR is also decreased by 0.04 to 0.07. This experiment shows that pre-training on a mixture of auxiliary datasets and then re-training on the target dataset leads to poorer results than just training on the target dataset from scratch. The results are somewhat boosted when using SELU + AD.
Table 3.6: Experiment 2.2.1: Pre-train on randomly mixed datasets

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>normalization</th>
<th>TPR VIPeR</th>
<th>TPR GRID</th>
<th>TPR PRID450</th>
<th>FPR VIPeR</th>
<th>FPR GRID</th>
<th>FPR PRID450</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute</td>
<td>nothing</td>
<td>0.27</td>
<td>0.20</td>
<td>0.25</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>absolute</td>
<td>batchnorm</td>
<td>0.23</td>
<td>0.16</td>
<td>0.10</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>absolute</td>
<td>selu+AD</td>
<td>0.31</td>
<td>0.18</td>
<td>0.25</td>
<td>0.06</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>concatenate</td>
<td>batchnorm</td>
<td>0.47</td>
<td>0.59</td>
<td>0.52</td>
<td>0.17</td>
<td>0.11</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 3.7: Experiment 1 vs. 2.2.1 result comparison.

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>mix method</th>
<th>TPR VIPeR</th>
<th>TPR GRID</th>
<th>TPR PRID450</th>
<th>FPR VIPeR</th>
<th>FPR GRID</th>
<th>FPR PRID450</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute</td>
<td>single</td>
<td>0.19</td>
<td>0.10</td>
<td>0.16</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>absolute</td>
<td>multiple</td>
<td>0.23</td>
<td>0.16</td>
<td>0.10</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>concatenate</td>
<td>single</td>
<td>0.54</td>
<td>0.70</td>
<td>0.61</td>
<td>0.21</td>
<td>0.18</td>
<td>0.20</td>
</tr>
<tr>
<td>concatenate</td>
<td>multiple</td>
<td>0.47</td>
<td>0.59</td>
<td>0.52</td>
<td>0.17</td>
<td>0.11</td>
<td>0.13</td>
</tr>
</tbody>
</table>
Experiment 2.2.2: Pre-train Consecutively on Multiple Datasets + Retraining on the Target Dataset

In this case we train the network on the first auxiliary dataset, then retrain on the second auxiliary dataset and finally retrain on the target train subset. This procedure is visualized in Figure 3.4. The order in which the network trains and re-trains can have an effect on the outcome, since different weights are learned depending on which dataset is trained on first. Therefore we make 6 experiments, considering all the possible orderings. For these experiments we use the absolute fusion method, since this was the baseline at the moment of running the experiment. The results are given in Table 3.8. In the leftmost column the training order is given in the form of aux1, aux2 → target, aux1 and aux2 being the auxiliary datasets and target being the target dataset. First we look at the differences in ordering per dataset. Per each two rows in Table 3.8 we vary the target dataset, so we compare the rows that belong to the same target dataset. We can see that there is no big difference when training in a different order, across all the datasets, as the TPR results differ by 0.06 at most. When comparing different normalization techniques, we can see that the FPR is very stable, always between 0.02 and 0.06. SELU + AD give the overall best TPR performance and batch normalization gives the overall worst TPR performance. To compare the performance of pre-training consecutively to the performance of training only on the target dataset we look at the average result per dataset when using batch normalization and compare these to the absolute fusion results of experiment 1. This comparison can be seen in Table 3.9. The TPR is decreased by 0.05-0.06 on the GRID and PRID450 datasets and increased by 0.01 on the VIPeR dataset when using the sequential pre-training. And there is a 0.1 increase in FPR on the GRID dataset when using sequential pre-training. The results suggest that there is no clear performance increase when performing this transfer scheme with batch normalization, and that small performance increase can be achieved when using SELU + AD.

Table 3.8: Experiment 2.2.2 results: Pre-train consecutively on multiple datasets

<table>
<thead>
<tr>
<th>order</th>
<th>nothing TPR</th>
<th>nothing FPR</th>
<th>batchnorm TPR</th>
<th>batchnorm FPR</th>
<th>selu+AD TPR</th>
<th>selu+AD FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRID, PRID450 → VIPeR</td>
<td>0.22</td>
<td>0.05</td>
<td>0.21</td>
<td>0.04</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>PRID450, GRID → VIPeR</td>
<td>0.28</td>
<td>0.06</td>
<td>0.18</td>
<td>0.03</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>VIPeR, PRID450 → GRID</td>
<td>0.18</td>
<td>0.02</td>
<td>0.10</td>
<td>0.02</td>
<td>0.23</td>
<td>0.03</td>
</tr>
<tr>
<td>PRID450, VIPeR → GRID</td>
<td>0.19</td>
<td>0.02</td>
<td>0.12</td>
<td>0.02</td>
<td>0.17</td>
<td>0.02</td>
</tr>
<tr>
<td>GRID, VIPeR → PRID450</td>
<td>0.21</td>
<td>0.03</td>
<td>0.12</td>
<td>0.02</td>
<td>0.26</td>
<td>0.04</td>
</tr>
<tr>
<td>VIPeR, GRID → PRID450</td>
<td>0.23</td>
<td>0.04</td>
<td>0.10</td>
<td>0.01</td>
<td>0.25</td>
<td>0.03</td>
</tr>
</tbody>
</table>
Figure 3.4: Experiment 2.2.2: Pre-train consecutively on multiple datasets

Table 3.9: Experiment 1 vs. 2.2.2 results comparison.

<table>
<thead>
<tr>
<th>feature fusion</th>
<th>mix method</th>
<th>TPR</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>VIPeR</td>
<td>GRID</td>
</tr>
<tr>
<td>absolute</td>
<td>single</td>
<td>0.19</td>
<td>0.10</td>
</tr>
<tr>
<td>absolute</td>
<td>multiple BN</td>
<td>0.20</td>
<td>0.11</td>
</tr>
<tr>
<td>absolute</td>
<td>multiple SELU+AD</td>
<td>0.26</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Experiment 2.2.3: Model Transfer to Other Environments

In the following experiments we mimic a real world situation where a network is trained on a dataset which is not the dataset that matches the target environment. This will be a common situation since the process of creating a dataset of the target situation is often cumbersome and resource intensive. With these experiments we want to get an idea of how learned weights from one re-id environment transfer to another environment. We think that the more similar the scenarios are, the better the weights will transfer. For this experiment we use three person re-identification datasets: GRID, CUHK02 and Market. GRID dataset has been augmented with affine transformations to the original images. We judge dataset similarity by looking at the dataset average that is shown in Figure 1.4. We can see that the datasets are alike in the sense that the mean image appears to display an either front or back facing person. The datasets are different from the VIPeR dataset because in VIPeR the person appears smaller on the image due to the use of padding on the
Table 3.10: Experiment 2.2.3 results: comparing model transfer for use in different environments. Each number in a cell represents the TPR and FPR respectively.

<table>
<thead>
<tr>
<th>Trained on</th>
<th>Tested on</th>
<th>GRID</th>
<th>CUHK02</th>
<th>Market 1501</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>GRID</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>CUHK02</td>
<td>0.59</td>
<td>0.76</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>0.07</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market 1501</td>
<td>0.59</td>
<td>0.74</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.06</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

Even though zero padding does not introduce new information to the image, it can imply to the network that there is no information on the sides of the images. The datasets are also different from the PRID450 dataset because the person in PRID450 is displayed from the side such that the gait can clearly be seen. When we compare the chosen datasets to each other we can see that Market and CUHK02 are more similar to each other than Market and GRID or CUHK02 and GRID. This means that the learned weights should be transferable between Market and CUHK02. And it means that the learned weights should be less transferable between GRID and Market or GRID and CUHK02. To measure how transferable the weights are we compare the results from transfer with the performance results from training on the target datasets only. We say that the weights are transferable when the results from transfer are similar to the results when training on the target datasets only. In Table 3.10 we can see the results of this experiment. Each cell shows the TPR and FPR respectively. When referring to a specific cell in Table 3.10 we refer to it as (dataset trained on, dataset tested on) = [TPR, FPR]. For example when addressing results about a model trained on GRID and tested on CUHK02, we refer to this with (GRID, CUHK02) = [0.78, 0.08]. The results indicate that a the model trained on GRID is transferable to both CUHK02 and Market: (GRID, CUHK02) = [0.78, 0.08] vs. (CUHK02, CUHK02) = [0.76, 0.07] and (GRID, Market) = [0.79, 0.06] vs. (Market, Market) = [0.80, 0.05]. The results also indicate that models trained on CUHK02 or Market do not transfer well to GRID: (CUHK02, GRID) = [0.59, 0.09] vs. (GRID, GRID) = [0.78, 0.06] and (Market, GRID) = [0.59, 0.09] vs. (GRID, GRID) = [0.78, 0.06]. There is a TPR performance decrease of about 0.2. Lastly, the results indicate that, indeed, Market and CUHK02 are very similar datasets because models trained on Market or CUHK02 transfer well to CUHK02 or Market respectively: (CUHK02, Market) = [0.77, 0.05] vs. (Market, Market) = [0.80, 0.05] and (Market, CUHK02) = [0.74, 0.06] vs. (CUHK02, CUHK02) = [0.76, 0.07].
Conclusion to Pre-Training and Transfer

Results of Experiments 2.2.1 and 2.2.2 show that there is no clear performance increase when pre-training on auxiliary datasets followed by re-training on the target dataset. Both experiments show that there is a small performance increase when, instead of batch normalization, SELU + AD are used. These results suggest that, for small datasets, the network does not learn a general model of the person re-identification model that can be used in another environment, even when the network has been trained on data from this environment. Results in Experiment 2.2.3 show that this does not hold for networks trained on larger datasets. These results show that when the dataset is large and noisy, it transfers well to environments that are more clean, without having to be re-trained on a dataset from said environment.

3.3 Experiments 3: Video Data vs. Image Data

In this section we conduct experiments by comparing the use of video data to the use of image data. To do this we conduct experiments on the Siamese 3D Convolutional Neural Network (S3DCNN) using the iLIDS-VID and the PRID2011 datasets. The two datasets differ in several aspects: (1) The images in the iLIDS-VID dataset are captured from two cameras where the view from each camera is dissimilar to the other in terms of image resolution, lighting and graphical distortions. In comparison to PRID2011, the images from both cameras are very similar to each other in terms of previously mentioned properties. (2) The images in iLIDS-VID are captured inside an airport, which, due to the high density of people with luggage, results in a cluttered background. In contrast to the images in PRID2011, which are captured at a crosswalk, resulting in relatively uniform and uncluttered backgrounds. We make a general distinction between the datasets by saying that PRID2011 is of higher quality than iLIDS-VID. We compare the results of the experiments with results from running the image versions of these datasets on the SCNN. Image versions of these datasets are obtained by extracting images from the original footages. By doing this we ensure that both datasets are from the same distribution. The only difference between the SCNN and the S3DCNN is that the S3DCNN uses 3D convolutions and the SCNN uses 2D convolutions. Except for this difference, everything else is the same. We think that the experiments with the video datasets should result in better performance, because video data encodes more information than static image data, which the S3DCNN should be able to extract.

In Table 3.1 we can view the results of the experiment. We can see that, in all cases, the S3DCNN trained on video outperforms the SCNN trained on images, consistently in terms
Table 3.11: Experiments 3 results: Image Data vs. Video Data.

<table>
<thead>
<tr>
<th>dataset</th>
<th>training instances</th>
<th>image TPR, FPR</th>
<th>video TPR, FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRID2011</td>
<td>700</td>
<td>0.61, 0.20</td>
<td>0.69, 0.08</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>0.74, 0.09</td>
<td>0.74, 0.08</td>
</tr>
<tr>
<td>iLIDS-VID</td>
<td>400</td>
<td>0.54, 0.21</td>
<td>0.65, 0.20</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>0.64, 0.16</td>
<td>0.74, 0.14</td>
</tr>
</tbody>
</table>

of TPR increase and FPR decrease when video is used. When the number of training instances is doubled, we see improvement in performance for both datasets. We also see that, for the PRID2011 dataset, as the number of instances increase, the difference in performance between the SCNN and the S3DCNN becomes very small. This suggests that, as data becomes abundant, the advantage of temporal information will decrease.
Chapter 4

Discussion

In this chapter we discuss the results obtained in the previous chapter, where each section addressed the specific research question(s). In this chapter we maintain this structure where each section discusses the results of a set of experiments that addressed a research question. Subsequently we give an answer to the research question(s) posed.

4.1 Neural Metric Learners

In Section 1.3 we asked: What is the effect of replacing the Euclidean distance with a neural network for metric learning? This section answers this question.

The results regarding metric learning using neural networks (neural metric learners) have shown that neural networks are less efficient as metric learners than the Euclidean distance, see Table 3.1, requiring more data to reach the same level of performance. We also learned that, as the datasets become larger (CUHK02 and Market1501), the difference in performance between the neural metric learners and the Euclidean distance decreases, especially when considering the concatenate fusion method. This trend indicates that as the dataset becomes larger, the neural metric learner rivals the performance of the Euclidean distance. However, the difference between the Euclidean distance and the neural metric learners became much more apparent when we compared CMC rank-1 scores in Table 4.1 with Euclidean distance outperforming the concatenate and absolute neural learners by a large margin. A reason for this can be that, as the contrastive loss function drives the convolutional feature extractors to develop such that the Euclidean distance is between [0, 1], information about the distance between images is preserved, in the sense that the network prediction is a measure of how similar an image is from another image. For example, if
a network using the Euclidean distance predicts 0.1 and 0.4 for two different image pairs respectively, both will get classified as a match. It means that the image pair with 0.1 prediction is more similar than the image pair with a 0.4 prediction. Thus the network output is a distance. In contrast, when we use a neural metric learner, we use the categorical crossentropy loss function which only cares about the two classes: The network learns the boundary between these classes. Therefore the predictions that the network makes when using a neural metric learner can only be interpreted with respect to the boundary between the classes. The predicted numbers themselves do not indicate similarity between one image and another. Using the same example as before, both image pairs will get classified as a mismatch. However, we cannot say that the image pair with a 0.1 prediction is more different than the image pair with the 0.4 prediction.

4.2 The Use of Auxiliary Datasets

In Section 1.3 we asked:

- How can we best make use of all available datasets?
  1. What are the effects of different training schemes on the performance?
  2. How effective is pre-training on auxiliary person re-identification datasets?
  3. How well does a learned model generalize to a different environment?

4.2.1 Data Mixtures

In this section we answer the first question: What are the effects of different training schemes on the performance? In Table 3.2 and 3.4 we saw the results for training a neural network on mixtures of data. We saw that batch normalization does not lead to a deterioration of performance as we had first hypothesized. A reason for this could be that the learnable scale and shift parameters, in Equation (1.13) γ and β respectively, in the batch normalization function are adapted to the joint distribution mean and variance, such that the resulting activation is not distorted beyond usefulness. Thus the activations are jointly distributed and as a result the network learns a more general representation of the classification task.

We also saw that mixing data yields small improvement in performance in a network that uses concatenation as feature fusion method, while it did not lead to improvements when using the absolute fusion method. An obvious difference is that when using concatenation
we pass on all the extracted features to the metric learner, which then serves as a bottleneck since the concatenated feature vector is larger than the number of units in the first layer of the metric learner. This forces the network learn to use only the important extracted information. When using the absolute method, the bottleneck becomes wider, diminishing the bottleneck effect since the absolute feature vector is half the size of the concatenated vector. Thus when dealing with a mixture of data, which has a joint distribution, the absolute feature vector contains more distilled information, that could not be optimal for the network, while the concatenated feature vector simply contains all the information.

4.2.2 Transfer Learning

In this section we answer the second question: How effective is pre-training on auxiliary person re-identification datasets? We also answer the third question: How well does a learned model generalize to a different environment? The results of Experiment 2.2.1 and 2.2.2 in Table 3.6 and 3.8 indicate that pre-training and then re-training on small datasets do not yield improved results compared to only training on the target dataset. Our results are contrary to the results achieved in [20], where via a two-step fine-tuning scheme (ImageNet-> CUHK03+Market1501 -> Target dataset) their network achieved improved results over several benchmarks. They claim that their models can transfer features from auxiliary data sources because it was trained on multiple objectives (classification + verification). These results are consistent with our findings, that if attempting to transfer features from auxiliary datasets only using the classification objective, it will be unsuccessful. [20] uses GoogLeNet as their base network for feature extraction, which is a much deeper network than our CNN. This can also explain why our network was not able to transfer features from auxiliary datasets. Furthermore, our findings about the transfer of small person re-identification datasets are consistent with findings in [39], which show that when training on small datasets, the features don’t transfer to a new environment. In contrast, larger datasets tend to transfer much better. This is also consistent with our findings. Another factor to the transfer of data as documented in [40] is that, as the discrepancy between datasets grow, the transfer ability of the features is diminished. In this thesis in Table 3.10 we can see that our results contradict this fact. Even though Market1501 and CUHK02 are more similar to each other than each to GRID, we get better transfer when training on GRID. A reason can be that GRID can be viewed as a noisy superset containing CUHK02 and Market1501. Thus our network learns a more general model from the noisy data that can better be transferred to datasets in the superset.
4.3 Image vs. Video

In Section 1.3 we asked:

- How can we compare the effectiveness of the use of image data versus video data?
  1. How can we modify the image network minimally to work on video data?
  2. Is video data more informative than image data?

In this section we answer both these questions. In Section 3.3 we modified the SCNN by replacing the 2D convolutional layers with 3D convolutional layers, resulting in a S3DCNN, see Figure 2.3. We learned from the results that the S3DCNN trained on videos outperforms the SCNN trained on images. We also saw that doubling the amount of training data boosted performance across all variables. When we take a closer look at the performance increase across datasets for both image and video data types, we see that the amount to which the performance is increased is inconsistent: We expect that doubling the number of training videos would contribute to more performance increase in the S3DCNN than doubling the number of training images used for training the SCNN, because video data contains information in the temporal domain in addition to information stored in the spatial domain. For PRID2011 image, the performance boost (as a result of doubling) is more prominent than PRID2011 video and iLIDS-VID image. The difference with iLIDS-VID image can be explained because with iLIDS-VID image (1) the base number of training instances is lower compared to PRID2011 image (400 vs. 700) and (2) the base number of training instances is increased with a lower number of instances compared to PRID2011 image (+400 vs. +700). The difference between PRID2011 image and video is more difficult to explain because we expect there to be a similar performance boost as in PRID2011 image. One reason that could explain this difference is that the S3DCNN reaches its performance limit earlier than the SCNN. With performance limit we mean the point when the performance boost per increase in training instance starts to decline.

4.4 Comparison to Literature

We run our models on three benchmarks in order to compare to other methods, see Section 1.1.1. The results are given in Table 4.1. We augment the VIPeR and the PRID450 dataset by applying affine transformations (rotation, zooming, horizontal mirroring, horizontal mirroring + rotation, horizontal mirroring + zooming) to each image in the datasets. We see that our relatively simple SCNN is competitive on at least two small datasets while not being specifically trained on the CMC ranking test. In Table 4.1 we can compare the
Table 4.1: Comparison to State of The Art.

<table>
<thead>
<tr>
<th>network</th>
<th>VIPeR rank-1</th>
<th>PRID450 rank-1</th>
<th>Market rank-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCNN concatenate</td>
<td>37</td>
<td>45</td>
<td>-</td>
</tr>
<tr>
<td>SCNN absolute</td>
<td>43</td>
<td>46</td>
<td>-</td>
</tr>
<tr>
<td>SCNN Euclidean</td>
<td>50</td>
<td>56</td>
<td>21</td>
</tr>
<tr>
<td>JLML [16]</td>
<td>50.2</td>
<td>-</td>
<td>85.1</td>
</tr>
<tr>
<td>CRAFT [15]</td>
<td>54.2</td>
<td>-</td>
<td>71.8</td>
</tr>
<tr>
<td>DHSL [23]</td>
<td>44.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PIE [13]</td>
<td>54.5</td>
<td>-</td>
<td>79.3</td>
</tr>
<tr>
<td>DTL [20]</td>
<td>56.3</td>
<td>-</td>
<td>83.7</td>
</tr>
<tr>
<td>DFR [22]</td>
<td>51.1</td>
<td>66.6</td>
<td>-</td>
</tr>
<tr>
<td>MTDnet [8]</td>
<td>47.5</td>
<td>31</td>
<td>-</td>
</tr>
<tr>
<td>CDML [19]</td>
<td>40.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>APR [14]</td>
<td>-</td>
<td>-</td>
<td>84.3</td>
</tr>
</tbody>
</table>

results of our SCNN using Euclidean distance, concatenation and absolute feature fusion with DHSL [23], which uses a combination of the element-wise absolute difference and the element-wise multiplication to fuse the extracted feature vectors into a single vector. Specifically we compare on the ViPER benchmark. Both DHSL and SCNN formulate the person re-identification problem as a match-mismatch classification problem. We can see that the SCNN using absolute fusion performs on about the same level as DHSL and that the SCNN using a Euclidean distance outperforms DHSL by a margin of 5.1%. Our results show that in contrast to the assessment made by [23] (Euclidean distance has lower discriminative ability to measure the similarity between a CNN learning feature pair), we find that, clearly, the Euclidean distance has sufficient discriminative ability to outperform at least three different neural metric learners on the CMC rank-1 ViPER benchmark, which is inherently a measure of discriminative ability.

When we compare our SCNN to JLML [16] in Table 4.1, we find that we achieve similar performance on the ViPER benchmark with Euclidean (50%) as JLML (50.2%). This is remarkable considering our network consists of 9 layers in total, 6 layers which serve for feature extraction, while the JLML uses a 39 layered ResNet to extract features from a single image. Furthermore, there are major differences between SCNN and JLML, the most important difference being that the network is specifically optimized for the CMC ranking task by taking the L2 distance between extracted probe-gallery feature pairs. This strategy is highly effective for large datasets, when the benchmark gallery becomes much
larger. We can see the clear difference in performance between SCNN (21%) and the JLML (85.1%) on the Market1501 benchmark. This thesis shows that, when the gallery is small enough (≤300 IDs), a relatively small neural network, trained on a classification problem, can achieve similar performance on benchmark as very deep neural networks trained specifically on the CMC ranking problem. A more general statement can be derived: This thesis shows that, when the gallery is small enough (≤300 IDs), a relatively small neural network, trained on a classification problem, can achieve similar performance on benchmark as very deep neural networks. This holds for comparing to PIE [13] (54.5%), a large network which was trained on the match-mismatch classification problem, in which, among other things, a ResNet50 was used for feature extraction. We can see that our small network rivals its performance on ViPER. The same can be said when comparing to [20] which uses GoogLeNet (22 layers) for feature extraction. Our statement holds again when comparing our SCNN to MTDnet [8], where we outperform MTDnet on both ViPER and PRID450 benchmarks. MTDnet is a 24 layer multi-task neural network training on both the ranking and classification task.

Our Euclidean SCNN and absolute SCNN outperform CDML [19] on ViPER by a margin of 9.1% and 2.1% respectively. CDML is a small neural network with 7 layers, of which five are used for feature extraction from an image pair. This network used subtract feature fusion to fuse extracted features and then a Mahalanobis metric is learned from the fused feature. In this case we show that both the Euclidean SCNN and the absolute SCNN outperform a hybrid method of metric learning which combines feature fusion with Mahalanobis metric learning.
Chapter 5

Conclusion

The goal of this thesis was to build a deep neural network detector for a particle filter tracking system, where we maximize TPR and minimize FPR. The deep neural network serves to solve the problem of person re-identification in an indoor environment with no more than 100 identities present in total. The particle filter requires the detector to return a true or false statement indicating if the image captured by the sensor represents the person we are looking for or not respectively. Therefore we adopt the siamese network architecture, accepting probe-candidate image pairs as input and returning a true or false if the image pair is a match or not. Furthermore we have investigated multiple problems that we face when doing person re-identification in practice. Overall:

- There are indications that siamese neural networks perform sufficiently well as detectors, see Table 3.10 where we measure generalization to new scenarios.
- We describe conditions under which the network can perform well and investigate the impact of architectural variations and data preparation methods on TPR and FPR performance.
- We extract best practice rules from the experiment results considering architecture design and data preparation.
- This thesis shows that, a relatively small neural network can achieve similar performance on benchmark as very deep neural network, assuming that the gallery is small enough (≤300 IDs).

More specifically: Assuming that the target scenario can be considered a subset of the GRID dataset, a performance TPR and FPR of 0.78 and 0.08 can be expected respectively. We compare the use of the Euclidean distance to the use of a neural network for metric
learning, with various methods of feature fusion. We found that using a neural network for metric learning is less effective than using the Euclidean distance, when looking at the TPR, FPR and CMC rank-1 score across five different datasets. Overall it is difficult to draw a decisive conclusion as to which feature fusion method is the best because there are two performance measures to evaluate. We find that increases and decreases in TPR and FPR are inconsistent across the five datasets experimented with. The only noticeable trend is that as datasets become larger, the difference between performance on individual datasets diminishes. The conclusion that we can draw from this is that the convolutional branches in the SCNN are flexible enough to adapt to any form of fusion method, given that we have enough data. We also compare several schemes of using auxiliary data to train the network on and found that in the absence of sufficient desirable target environment data, the use of auxiliary data is beneficial to the extent that the concatenate feature fusion is used. Overall no consistent performance increase was measured when using mixtures of small datasets. We also found that pre-training our network on (mixtures of) small datasets was ineffective, but that large and noisy datasets tend to generalize well to new environments. Finally we found that video data has an informational advantage over image data. When using the Euclidean distance we find that our model is competitive on the VIPeR (50%) and the PRID450 (56%) datasets without being specifically trained to perform on the ranking task. However, as the ranking task becomes more difficult (with bigger datasets) we can clearly see the limitations of our network as performed on the Market1501 dataset (21%).

5.1 Practical Recommendations

To practitioners we have a few recommendations based on the research conducted in this thesis. The recommendations are specifically useful in a situation such as our particle filter scenario, when we do not have many IDs ($\leq 100$). In this scenario we saw that small neural networks perform on a similar level compared to a very deep neural network. Smaller neural networks have the benefits of:

1. Less data necessary to achieve sufficiently well level of performance.
2. Shorter training times.
3. Low memory requirements, cheaper GPUs can be used.
4. Resulting model has a smaller digital footprint, ideal for mobile devices.

Our recommendations assuming that no dataset of the target environment is available:
1. Find large noisy image dataset(s) that appears similar to the target environment. The dataset mean can be used for visually estimating how similar the dataset is to the target environment. In general the more noisy the dataset, the better. Our research shows that the noisier the dataset, the better it generalizes to a novel scenario.

2. Augment said noisy dataset with transformations such as, but not restricted to mirroring, zooming and rotation. This way we get more training data. The more training data, the better.

3. If the datasets found are similar enough, mix these together in a random order. Also perform sideways shuffling as explained in Section 2.4.3.

4. Initialize the network weights using Xavier initialization [41].

5. Assuming we have a lot of noisy training data (see step 2 and 3), use a network with the Euclidean distance as a metric, with a learning rate of 0.00001, a contrastive loss function using either the Nadam optimizer with a decay of 0.95 or the RMS optimizer.

If a (small) target environment dataset is available:

1. Do previous step 1 and 2.

2. Semi-randomly mix the training data, as illustrated in Figure 3.2.

3. Do previous step 4 and 5.

### 5.2 Future Work

The overall conclusion is that very deep neural networks are unnecessary for a small scale person re-identification problem, since small deep neural networks are capable of achieving a similar results. Therefore more research is needed in order to properly exploit the capabilities of smaller deep neural networks and how to scale up their performance as the gallery size increases. Alternative loss functions should be considered, such as the contrastive loss function, when using neural metric learners. The contrastive loss function may be more appropriate than the categorical crossentropy loss because the contrastive loss takes into account the similarity of the instances with respect to each other, and not just with respect to the decision boundary. This way, like with the Euclidean SCNN, we learn the decision boundary between classes while the network prediction can be interpreted as a distance, enhancing the discriminative ability of a network using a neural metric learner,
potentially lowering the FPR rate as was the case in Euclidean SCNN. In Table 3.1 we see differences between performance when different feature fusion methods are used on small datasets. It is difficult to explain what exactly is the cause of these differences. A visualization of the kernels in the convolutional layers, for example using deconvolutional networks [42], can help us understand which features are being considered as important when different fusion methods are used. Finally, more experiments should be done on image vs. video data to determine if there really is a difference between the performance limit of the SCNN vs. S3DCNN. This can have implications on the use of video for person re-id in practice since it is more cumbersome to create video datasets than it is to create image datasets, networks take longer to train on video datasets and resulting video network models have a bigger digital footprint. Furthermore, adaptations [43] can be made to the S3DCNN in order to boost performance significantly while reducing the digital footprint.
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