Radboud University Nijmegen

Bachelor’s thesis in Artificial Intelligence

Modeling and forecasting elections using topic models

Author: Bas van Berkel

Supervisors: Prof. Tom Heskes, Dr. Louis Vuurpijl

July 8, 2014
Abstract

After elections, people want to know who will win the election as quickly as possible. During election night forecasts are made, based on both polls and the results from early polling stations. In this research a forecasting model based on topic models is proposed. The model’s forecasting performance is compared to a linear model’s performance using the Dutch House of Representatives election. The model is also used to visualize and analyze voting profiles. The proposed model outperforms existing linear models with a lower mean absolute error if 10% or more of the polling stations are observed. For 2.5% or less observed polling stations the linear model has a lower mean absolute error. The proposed model is also able to give insight into voting behavior by visualizing voter profiles. Thus, the proposed model is useful for both forecasting and modeling elections.
1 Introduction

1.1 Election forecasting

Every few years there are elections for the House of Representatives. These days polls form a big part of elections. During election day exit polls are held, and during the counting of the results, preliminary results are calculated. After the election, maps with results per municipality and figures with voter shifts are printed in papers. This indicates an interest of the general public to know, what the election result will be as early as possible and what the underlying voting behavior is. A lot of this information is generated using polls and surveys. During election night television programs show incoming results and forecast the election results. This is known as election night forecasting. Especially during the early hours of the election night it is hard to predict an accurate outcome [4]. A first problem arises due to the fact that different regions and types of cities have a different voting behavior. This issue is increased by the fact that the order in which results are declared by municipalities does not necessarily result in a representative sample. In most elections small municipalities race to be the first to declare their results, whereas counting all votes in large cities might take longer. This can cause a biased result when only a small part of the results is observed. Another problem is that municipal borders change over time [4]. In the Netherlands the number of municipalities dropped from over 900 in 1963 [8] to just over 400 in 2012. Voting data is available for the Dutch House of Representatives elections since 1963. This data contains the number of votes for each party, municipality, and election.

1.2 Topic models

Topic models can be used to categorize documents based on topic or theme. Topic models try to uncover the topic of documents based on the words used in that document. Although topic models are designed for, and mainly used to, analyze large sets of text documents [1], it is also possible to use them in other applications. Past uses have been in bio-informatics [9], image analysis [15] and the analysis of social networks [11]. Multiple types of topic models can be identified: dynamic [3], correlated [2], supervised [10] and probabilistic [1] topic models, amongst others. The probabilistic topic modeling technique probabilistic Latent Semantic Analysis (pLSA) [7] is suitable for modeling elections because it is possible to apply pLSA to higher order data. For topic models a bag of words assumption is made, this means that the order in which words appear in the document is not taken into account by the model [1]. This bag of words assumption holds for elections, for the final result it does not matter in which order voters cast their vote.

The idea of pLSA is that each topic is a probability distribution over words in a vocabulary and each document is a probability distribution over topics. Documents can cover multiple topics [1]. When a word is in a given document, this is used as evidence for the document covering the topics which this word is part of. \( P(d, w) \) denotes the probability that word \( w \) and document \( d \) co-occur. In the asymmetric formulation below, for each latent topic \( z \), the probability that this is the topic of the given document is multiplied with the probability that the given word is generated by the topic. The sum over all topics results in the probability of the word occurring in the document. If this probability is combined with the probability of the document, we get the probability that word \( w \) and document \( d \) co-occur:

\[
P(d, w) = P(d)P(w|d), P(w|d) = \sum_{z=1}^{Z} P(w|z)P(z|d).
\]
To obtain the probability distribution over words of each topic and the distribution over topics of each document an expectation maximization (EM) algorithm is used. The EM-algorithm will be explained in the section on the proposed model.

In the proposed model individual votes correspond to word occurrences in pLSA. A party corresponds to a word in the vocabulary, a polling station to a document, and voting profiles to the latent topics.

1.3 Research question

In this research a topic model based on pLSA is proposed to model voter profiles and to forecast elections. The main questions are whether this model can give insight in voting profiles, their distribution within municipalities, and whether the proposed model can be used to forecast elections, given partial results of those elections. Before testing the model on forecasting performance it is important to find the optimal settings: the optimal number of topics given the number of observed municipal results and the number of previous elections known. To test the forecasting performance of the proposed model a linear model proposed by Pavía-Miralles [14] is used for comparison. Both models get the same information: number of previous elections known and number of observed municipal results in the current election.
2 Methods

First the proposed model and the linear model, which were used for comparison, are explained. In the second subsection the data is explained and in the last subsection the procedure of the experiment is described.

2.1 Model

2.1.1 Proposed model

The model proposed is an extended version of pLSA. For a single election the model is equivalent to pLSA. In the introduction pLSA is described using words and documents. In the proposed model individual votes correspond to word occurrences in pLSA. A party corresponds to a word in the vocabulary, a polling station to a document, and a voting profile to a topic. The main difference between pLSA and the proposed model is that there is another dimension of information, the dimension of the different elections. pLSA is extended in the sense that there is a topic distribution over parties per election. The distribution over voting profiles per polling station is assumed to be constant. Therefore, there is only one distribution over profiles per polling station, which is fixed over elections. Let $e_i$ denote elections, where $e_i$ is the $i$th election. Let $n_j$ denote voters spread over polling stations $s$, with $n_j$ voters in polling station $s_j$. There are parties $w_k$, where $w_k$ denotes party $k$. There are voting profiles $v_m$, where $v_m$ is voting profile $m$. $d_{kj}(i)$ denotes the actual number of votes on party $k$ in polling station $j$ during election $i$. We define $P(w_k|s_j, e_i)$ as the probability of a vote at party $k$ in polling station $j$ during election $i$:

$$P(w_k|s_j, e_i) = \sum_{m=1}^{V} P(w_k|v_m, e_i) P(v_m|s_j) = \sum_{m=1}^{V} \beta_{kmi} \theta_{mj}.$$ 

This is obtained by multiplying the probability that a voter in voting profile $m$ votes on party $k$ in election $i$: $\beta_{kmi}$, with the probability that a voter in polling station $j$ is part of voting profile $m$: $\theta_{mj}$. And summing over all voting profiles.

The total proportion of votes $P(w_k|e_i)$ on party $k$ in election $i$ is calculated by the weighted sum of votes on each party $k$ per polling station:

$$P(w_k|e_i) = \frac{\sum_{j=1}^{S} P(w_k|s_j, e_i) n_j}{N}.$$ 

Before being able to use the distributions over voting profiles per polling station $\theta_{mj}$, and the distribution of parties over voting profiles $\beta_{kmi}$, their optimal values have to be found. The optimal values for these distributions can be extrapolated using the following expectation maximization algorithm which locally optimizes the log-likelihood. The algorithm’s two steps are iteratively updated. In the expectation step posterior probabilities for the latent distributions are computed:

$$P(v_m|s_j, w_k, e_i) = \frac{P(w_k|v_m, e_i) P(v_m|s_j)}{\sum_{l=1}^{V} P(w_k|v_l, e_i) P(v_l|s_j)}.$$ 

In the maximization step $\beta_{kmi}$ and $\theta_{mj}$ are updated:

$$\beta_{kmi} = P(w_k|v_m, e_i) \propto \sum_{j} d_{kj}(i) P(v_m|s_j, w_k, e_i),$$
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\[ \theta_{mj} = P(v_m|s_j) \propto \sum_{k,i} d_{kj}(i) P(v_m|s_j, w_k, e_i). \]

To forecast an election \(i\) the distribution over topics per polling station \(\theta_{mj}\) is based on previous elections. The distribution over parties has to be estimated based on the observed polling stations \(s_j\). This can be done with the EM-algorithm, however, in the maximization step only \(\beta_{kmi}\) should be updated.

### 2.1.2 Linear model

In 2005 Pavía-Miralles proposed a linear based model to estimate the proportion of votes each party obtains [14]. The model works with a linear prediction per party, based on the observed polling stations \(s_j\). \(s_{jk}(i)\) denotes the result of party \(k\) at polling station \(j\) during election \(i\). \(E\) is the current election. The results of the current election are predicted based on the assumption that:

\[ P(w_k|s_j, e_E) = s_{jk}(E) = \alpha_k + \sum_{i=1}^{E-1} \beta_k(i)s_{jk}(i) + r_{kj}. \]

Here \(P(w_k|s_j, e_i)\) and \(s_{jk}(E)\) denote the probability of a vote at party \(k\) in polling station \(j\) during the last election \(E\). \(\alpha_k\) and \(\beta_k(i)\) are party specific regression coefficients. The parameters \(\alpha_k\) and \(\beta_k(i)\) are estimated by applying non-negative least squares to the results of party \(k\) in the observed polling stations. Noise is modeled by \(r_{kj}\).

The total proportion of votes \(P(w_k|e_E)\) for party \(k\) during the last election \(V\) is calculated by the weighted sum of votes per polling station:

\[ P(w_k|e_E) = \frac{\sum_{j=1}^{S} s_{jk}(E)n_j}{N}. \]

Non-negative least squares [5] is used, because the number of votes on a party is always positive. Another condition is that the sum of the proportions of votes each party obtains in a polling station should be 1. Thus, \(\sum_{k=1}^{W} s_{jk}(V) = 1\) should hold. This is achieved by normalizing the estimated distribution of votes.

### 2.2 Data

In this research a data set containing the results of the elections for the Dutch House of Representatives (Tweede Kamer) is used. The Dutch House of Representatives election is a multiparty election where the number of seats obtained is proportional to the number of votes received. The data set contains election results per municipality since 1963. Thus, instead of polling stations, used in the description of the models in the previous section, municipalities are used.

The data was initially retrieved from the Dutch Electoral Council for research on the relation between weather and voter turnout [6]. And cleaned up by combining results from municipalities which merged between 1963 and 2012. The municipality borders of 2012 have been used in the research. Non existing data, such as the number of votes on parties not participating in an election have been set to 0. There are also a few missing elections in certain municipalities, this is because these municipalities did not exist during that election. Missing municipalities in some election years are: Dronten (1963-1971), Lelystad (1963-1971), Nunspeet (1963-1971), and Zeewolde (1963-1982). In total there are 415 municipalities in the final data set.

Combined over 16 elections, 18 parties, invalid votes, and other parties are identified. Table 1 provides an overview of the parties in the data set and the years these parties participated in the House of Representatives election.
<table>
<thead>
<tr>
<th>Party</th>
<th>1963</th>
<th>67</th>
<th>71</th>
<th>72</th>
<th>77</th>
<th>81</th>
<th>82</th>
<th>86</th>
<th>89</th>
<th>94</th>
<th>98</th>
<th>2002</th>
<th>03</th>
<th>06</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>PvdA</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>CDA</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>VVD</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>D66</td>
<td>.</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>GL</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>SP</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>CU</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>SGP</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>PvdD</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>PVV</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>LPF</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>y</td>
<td>y</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>Ln</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>DS70</td>
<td>.</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>NMP</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>RKPN</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>BP</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>CPCD</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>AOV55</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>Other</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>Invalid</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
</tr>
</tbody>
</table>

Table 1: Overview of parties in the data set: the election years in which these parties have participated are marked y. Other indicates other (small) parties participating. Invalid stands for none of the above (blanco) and invalid votes.

2.3 Procedure

The proposed model has been tested both qualitatively and quantitatively. For the quantitative test the proposed model and the linear model were both tested on their forecasting performance. Besides forecasting, the proposed model can be used to visualize voting behavior. Because the proposed model has latent distributions over voting profiles. These latent topic distributions were visualized and analyzed.

2.3.1 Election forecasting

To test the election forecasting performance of the proposed model, the model was compared with the linear model described earlier, which was proposed by Pavia-Miralles [14]. The models were tested with increasing numbers of municipalities with observed results: 2 (0.5%), 4 (1%), 10 (2.5%), 42 (10%), and 104 (25%). This allows the performance at different stages of an actual election night to be simulated. The observed municipalities were selected using random sampling. Both models were tested with the same samples of observed municipalities. A problem which can arise is that too much data of previous elections causes under- or overfitting in one or both models. Therefore, the models were tested with different numbers of previous elections known. The dataset contains 16 elections in total. The last election was the election to forecast. The numbers of previous elections tested with were: 1, 3, 5, 8, 11, and 14.

The proposed model forecasts the election using a number of topics. Before comparing both models, the optimal number of topics had to be selected. A low number of topics could cause
underfitting, but too many topics could cause overfitting. A priori one would expect that the optimal number of topics might depend on the percentage of results observed in the current election and on the number of previous elections known. Therefore, the optimal number of topics was determined for all 30 combinations of observed municipalities and previous election results. The 2012 election was used to compare the two models, to prevent overfitting on a particular election the 2010 election was used to determine the optimal number of topics. Determining the optimal number of topics was done by running the proposed model 100 times with multiple numbers of topics for each combination of variables. The numbers of topics were compared on their mean absolute error at a national level. The mean absolute error is equivalent to Mosteller Measure 3 [16]: “The average (without regard to sign) of the percentage point deviation for each candidate between his/her estimate and the actual vote.” [13]. Mosteller Measure 3 and 5 are recommended by Mitofsky (1998) to assess poll accuracy [12]. Mosteller Measure 5 only takes the top two contesting parties into account. Because the Dutch House of Representatives elections has more than two contesting parties, Mosteller Measure 3 is more suitable.

When the optimal number of topics was found for each combination of variables the two models were compared on the mean absolute error between their forecasts and the actual election results, both on a national and municipal level.

2.3.2 Voting profiles

The latent topics of the proposed model represent different voter profiles. When the model is fitted on data these voting profiles are estimated. An interesting aspect of the proposed model is that one can easily visualize and analyze these voting profiles. An example of a visualization of voting profiles can be found in section 3.3. When analyzing voting profiles one would expect that voters from one party can be found in the same profile across different elections, a continuation in profiles is expected. It is also possible to analyze which parties are together in voting profiles. Using the distribution over profiles of municipalities it is possible to identify municipalities with similar voting behavior.
3 Results and discussions

3.1 Optimal number of topics

Figure 1 shows the results of the search for the optimal number of topics, with 5 previous elections used to generate the topics. In figure 4 in Appendix A the full results for 1, 3, 5, 8, 11, and 14 previous elections can be found. Each subfigure of figure 4 has a different number of elections which are used to determine the distribution over topics per municipality. Each line represents a different number of observed municipalities. The x-axis states the number of topics used. For each combination of number of topics, observed municipalities, and previous elections one model is generated, which is used to forecast the 2010 election 100 times, each time using randomly selected observed municipalities. For all numbers of elections a similar pattern is visible. The standard error of the mean absolute error varies between 3% and 6% of the mean absolute error. This is clearly visible in figure 1 and 4. For all numbers of elections the mean absolute error seems to improve with an increasing number of topics, there are no signs of overfitting. Although there is no overfitting the mean absolute error does saturate with an increasing number of topics. For all numbers of observed elections the mean absolute error seems to saturate somewhere between 32 and 64 topics. Therefore, using 50 topics for the comparison of the proposed model with the linear model, for all combinations of observed municipalities with previous elections, seems enough to prevent and does not cause overfitting.

Figure 1: The mean absolute error for different numbers of topics and percentages of observed municipalities, with 5 previous elections

3.2 Forecasting performance

Table 2 and 3 show the forecasting performance of both the proposed and the linear model. For the proposed model one distribution over topics per municipality is generated for each combination of the number of observed municipalities with the number of previous elections known. Using this distribution over topics, which is based on the previous elections, the distri-
bution over parties per topic, for the new election, is estimated, based on results in the observed municipalities. This is repeated 500 times, using randomly selected municipalities. The same samples are used to forecast the election with the linear model. After each forecast, the mean absolute error between the forecast and the actual result is calculated, for the combined national result. This results in 500 paired mean absolute errors. A two-sided paired t-test is used to compare the results of both models. Standard deviations of both models are also shown to give insight into the overlap in the performance of both models.

Table 2: Comparing the proposed model and the linear model with 2, 4, and 10 observed municipalities and 50 topics. Where prop indicates the proposed model, lin the linear model, mun the results on a municipal level, and MAE indicates the mean (over 500 runs) of the mean absolute error between the forecast results and the actual results per party.

Table 2 shows the results for 2, 4, and 10 observed municipalities. With 2 (0.5%) observed municipalities the linear model outperforms the proposed model for all numbers of previous elections with \( p < 0.001 \) (\( T > 3.4, df = 499 \)). The proposed model has a mean absolute error of around 0.017 for all numbers of previous elections, with a slight improvement when less elections are used to generate the distributions over voting profiles per municipality. The mean absolute
error of 0.017 translates to a mean error of 1.7% for each party, which translates to circa 2-3 seats. The mean absolute error of the linear model varies between 0.007 and 0.010. The linear model seems to slightly improve with less elections as well, 1 election the performance decreases. On the municipal level we see a similar pattern to the national level.

With 4 (1%) observed municipalities the linear model outperforms the proposed model for all numbers of previous elections with \( p < 0.001 \) (\( T > 3.4, df = 499 \)). The proposed model has a slightly improving mean absolute error from 0.011 to 0.009. This pattern is similar to the pattern found with 2 observed municipalities and indicates that using a lot of previous elections causes underfitting. The linear model shows a similar improving mean absolute error, with a decreasing number of previous elections used.

With 10 (2.5%) observed municipalities the linear model outperforms the proposed model for all numbers of previous elections with \( p < 0.001 \) (\( T > 3.4, df = 499 \)). The proposed model again has an improving mean absolute error from 0.005 to 0.003, with a decreasing number of previous elections used. The linear model has a mean absolute error between 0.002 and 0.003 for all numbers of previous elections. The linear model has a similar improving mean absolute error as before, but with 1 election the performance decreases.

Table 3 shows the results for 42 and 104 observed municipalities. With 42 (10%) observed municipalities the linear model outperforms the proposed model for 14, and 11 known elections with \( p < 0.001 \) (\( T > 3.4, df = 499 \)). The proposed model outperforms the linear model for 5, 3, and 1 known elections with \( p < 0.001 \) (\( T < -3.4, df = 499 \)). For 8 known elections the proposed model does perform better, however, this is not significant with \( p > 0.05 \) (\( T = -1.20, df = 499 \)). The proposed model again has an improving mean absolute error, from 0.0016 to 0.0011. The linear model’s mean absolute error decreases with a lower number of previous elections from 0.00135 to 0.00208.

With 104 (25%) observed municipalities the linear model outperforms the proposed model for all numbers of previous elections with \( p < 0.001 \) (\( T < -3.4, df = 499 \)). The proposed model again has an improving mean absolute error, from 0.0009 to 0.0006. A mean absolute error of 0.0006 translates to an error of 0.06% or \( \frac{1}{11} \) th of a seat for each party. The linear model’s mean absolute error decreases from 0.00097 to 0.00195.
Table 3: Comparing the proposed model and the linear model with 42 (10%), and 104 (25%) observed municipalities and 50 topics. Where prop indicates the proposed model, lin the linear model, mun the results on a municipal level, and MAE indicates the mean (over 500 runs) of the mean absolute error between the forecast results and the actual results per party.

At all stages of an election night the proposed model has an optimal performance when only one previous election is used to compute the distribution over voting profiles per municipality. For the linear model this only holds with a small number of observed municipalities. Both models seem to be very sensitive to under- and overfitting the distribution over voting profiles of the municipalities, when too much previous elections are used. To find the optimal model at each stage of the election night we compare the optimal mean average errors of the model at each stage. With 0.5%, 1%, and 2.5% of the municipalities observed the linear model has a better forecasting performance. With 10% and 25% of the municipalities observed the proposed model has a better forecasting performance. However, the mean average errors of both models are very close, always within a factor 1.4 of each other. For other elections as the 2012 election similar patterns are observed.

3.3 Visualizing voting behavior

The proposed model can be used to visualize voting behavior. The model forecasts elections using latent topic distributions. The first distribution, is the distribution over parties per topic which is visualized for the elections from 1998 to 2012 in figure 2. The second distribution, is the distribution over topics per municipality. In figure 3 a selection of 10 municipalities, and the national result are visualized.

The 5 topics in figure 2 are quite constant over elections, the same parties seem to be a meaningful factor in a topic over multiple elections. The first voting profile shows a strong preference for CDA in the earlier elections. In the 2010 and 2012 elections the probabilities of voting VDD, SP and PVV rise. The second voting profile is mainly a PvdA topic. The third
voting profile shows a strong preference for VDD, and in 2002 and 2003 for the LPF as well. The fourth voting profile shows a left wing and D66 preference, with PvdA, GL, SP and D66 as main parties. The fifth voting profile has high probabilities for protestant parties such as CU and SGP. VVD and CDA are also represented in this voting profile. Voting profiles 1 and 3 each account for 25% of the national voters, voting profiles 2 and 4 account for 20%, and voting profile 5 accounts for 10% of the voters. These voting profiles, and the changes within profiles, can be used to find specific voting patterns and analyze voting. An example is the CDA that lost a lot of voters in recent elections, this can be seen in all voting profiles, but, the percentage of voters lost is higher in profiles 1 and 2, compared to profile 5.

![Figure 2](image.png)

Figure 2: The distribution over parties per voting profile for the elections from 1998 to 2012. The y-axis indicates the proportion of the given party in the given voting profile.
In figure 3 the distribution over the 5 voting profiles from figure 2 is shown for 10 distinctive municipalities. Large university cities such as Amsterdam, Utrecht and Nijmegen have a high percentage of voters in profile 4, the left wing-D66 profile. Amsterdam and Utrecht also have quite a high percentage in profile 3, the VVD profile. Most municipalities in North-Brabant and Limburg such as Oirschot and Venlo have a high percentage of voters in topic 1, the CDA profile. Municipalities in Groningen, such as Appingedam have a high percentage of voters in topic 2, the PvdA profile. A distinctive municipality is Urk, in Urk there is a 100% probability that voters are part of profile 5. Profile 5, the only profile in which we find the protestant parties, is found mostly in the Bible Belt. Voting profile 5 is very distinctive in the fact that municipalities either have a very low or very high probability for this profile. Voting profile 3 is quite equally distributed over municipalities, although it is a bit higher in the high income municipalities in South-Holland and North-Holland such as Naarden.

Figure 3: The distribution over the voting profiles in figure 2 for ten municipalities, and the national distribution.
4 Conclusions

The main question was whether the proposed model can give insight into voting behavior, and whether the model can be used to forecast elections. As shown in section 3.1 on the number of topics, there are no signs of overfitting when a high number of topics is used. A high number of previous elections did, however, seem to cause underfitting. Thus, the proposed higher order pLSA model performs best with a low number of previous elections used to forecast elections. The proposed and linear model were both tested on their forecasting performance with different numbers of previous elections known and different numbers of observed municipalities. With 0.5-2.5% of the municipalities observed, the linear model outperformed the proposed model, however, with 10-25% of the municipalities observed the proposed model was optimal. Thus, the proposed model can be used to forecast elections, it is even able to outperform existing models. The proposed model can also be used to give insight into voting behavior. When a small number of topics is used to model the election it is possible to observe voting profiles, similar to those we would expect based on left and right wing distributions, and based on the ideas of parties. It is also possible to observe voter shifts between parties in the visualization. Thus, it is possible to use the model to both gain insight in voting behaviour and forecast election results.

4.1 Future research

Although the forecasting performance of the proposed model is promising it might be possible to extend and improve the model. Firstly, the results show clear signs of underfitting with an increasing number of previous elections. The proposed model performs optimal with only one previous election used to generate the topic distributions for municipalities. It might be possible to improve performance by adding weights for election, thus allowing recent elections to get a higher weight. Secondly, in early stages of election night forecasting exit polls are more reliable than the few results from observed polling stations. The proposed model can also be applied to exit polls, thus allowing for earlier forecasts based on more information. Exit poll results of each polling station can be used in the model as the actual result of that polling station. However, two problems can be expected. Firstly polls are not actual results, voters do not have to, and therefore will not always, state their actual vote. Secondly it is important that the voters asked are a random sample of the voters of the given polling station. Polling at a certain time might cause a bias in the polling result.

Besides improvements, future research can also focus on testing the model in different situations. In the Dutch House of Representatives election results are declared on a municipal level. It would be interesting to see how the model performs when results are declared on a polling station level, which for example happens in Spain [14]. It would also be interesting to test the model on elections where a single member is chosen per district. Because the results are forecast per polling station, only the way in which the results are calculated has to be changed.
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6 Appendix A

The full results of the proposed model for different numbers of topics, previous elections and observed municipalities. The standard deviations of the mean absolute error are between 26

Figure 4: The mean absolute error for different numbers of topics and different percentages of observed municipalities