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Abstract

This article is about the comparison of subject-specific, cross-subject and adaptive classification.
The project is based on the research of Alex Brandmeyer et al. who used subject-specific classification
for event-related potential (ERPs). The comparison is done with the data from his researched. In
the previous research participants had to fulfill an auditory oddball task with visual feedback. The
brain responses were measured with an electroencephalography (EEG).
The expectations were that cross-subject and adaptive classification would behave worse than subject-
specific. In fact the results showed that cross-subject and adaptive classification behave equal and
both had a similar accuracy as subject-specific classification. Summing up, we concluded that adap-
tive classification has the most potential in use; first the accuracy is high and second it can cover also
brain specific responses in individuals.
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1 Introduction

1.1 Classification

Classification techniques are used in many areas. A customary example is the categorizing of cars which
someone wants to buy. In research classification is used in areas such as classifying brain waves in artificial
intelligence or psychology, or to categorize a text to a specific language in linguistic studies. Basically, in
classification two or more objects are divided into groups [Tan et al., 2006]. The number of objects and
groups depends on the task. Obviously many classifications techniques needed to develop, depending on
the different problems. The most common classification methods for brain waves, or signal, detection
are personalized; one classifier for one participant. This article will describe the electroencephalography
(EEG) which is used to record brain responses, the previous research project, the limitations of the chosen
classification, and two possible solutions. The results will give a first impression of possible improvements.

1.2 Background

The current study aims at classification to identify signals in the brain through EEG. These signals can
be used to determine the humans’ brain behavior during cognitive tasks. The EEG records the electrical
potentials of the human brain through electrodes placed on the participants scalp. EEG biofeedback
techniques are used in training participants by record the responses and give neurofeedback to improve
cognitive skills [Angelakis et al., 2007]. Therefore the brain responses are not only recorded but also an-
alyzed. It is needed to distinguish the different responses produced by the brain to get to know which are
important for a specific cognitive task. The reasons therefore are: first, as mentioned above, to improve
cognitive skills, and second to build up better classification method.

As mentioned above there are different application areas. Brandmeyer et al. used it for healthy
population to train their brain for learning. Angelakis et al. tested neurofeedback on participants with
brain injuries and healthy participants. The idea was to improve cognitive skills in people with Traumatic
brain injuries, learning disabilities, depression, and schizophrenia [Angelakis et al., 2007]. Both injured
and health participants, showed an increase in cognitive performance [Angelakis et al., 2007]. To train
the human brain can help injured people to overcome limitations depend on their injuries. It can be
used for health people to improve cognitive skills. Curran et al. described in their article the possibility
of brain activity to control brain computer interfaces (BCI). They used EEG and BCI to generate and
control changes in the EEG pattern of brain activity[Curran and Stokes, 2003].

In the study of Brandmeyer et al. electroencephalography (EEG) signals are used for classification.
The research in the current article is based on the study of Brandmeyer et al. who tried to use neurofeed-
back to train participants’ audible perception. The participants watched a film during a passive auditory
oddball task with neurodfeedback. In an auditory oddball task participants were given a sequence of
tones. Within this sequence there were two tones, one used as standard and the other used as stimulus.
The stimulus occurs random in the sequence so that participants cannot predict the sequence. It can also
occur multiple times. The aim of an auditory oddball task is that the brain of participants should react
to the presented stimulus with a peak in the signal measurement. The behavior of the brain signals are
measured as event-related potentials (ERPs), in the research of Brandmeyer et al. Mismatch Negativity
and P3 were measured. Both are responses in the brain which occur to an oddball stimulus.

The participants were split into two groups for the research of Brandmeyer et al., an experimental
and a control group. The film participants watched was used as visual feedback. Both groups were given
the feedback by differing of the sharpness of the film. The visual feedback was based on the ERPs for
the experimental group. In the case that the brain react to the stimulus and the peak occur in the P3
measurement the film became sharper and less sharp if the brain showed no reaction. For the control
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group the sharpness of the film differed, too. But this time it had nothing to do with the behavior of
the participants’ brain. His results showed differences between the experimental and the control group
[Brandmeyer et al., 2014]. From the results Brandmeyer et al. concluded that neurofeedback is usable
for pattern classification.

Although in his research is one limitation the time. The classifier has to be made separately for every
participant and thus cannot be used for a different person. Every classifier needs to be trained during a
training phase before it can be applied in the test phase. Furthermore the classifier is re-trained all four
days to prevent inaccuracy. Inaccuracy can be caused by changes in the mental state of the participant
e.g., tension or tiredness. An overview about the setup of the experiment is given in the Appendix Fig-
ure 8 . For that reason it is preferable to have a classification method which needs less time to make and
use.

But not only is the time a limitation in the approach of Brandmeyer et al. for classification. The
two limitations which will be discussed in detail are personalization and time. Personalization means
that every participant needs an own classifier because the brain signals vary between participant and
cognitive tasks[Parasuraman and Jiang, 2012]. In addition, the wanted signals are mostly covered by
noise signals, so a lot of unwanted signals are presented. To find one specific signal is a great challenge
for the classifier and the reason why the most classifier are personalized until now. The time refers here
to the time we need to train the classifier for one participant. The participant has to sit down for two
phases, the training and the test phase. During the training phase the classifier is trained with the data
of the participant. This needs of course more time than only testing. A disadvantage of more time is also
the possibility of habituation. In habituation the participant adapt to the cognitive task and the brain
signals are changes. To avoid this problem it is preferable to have only the test phase.

Two possible solutions will be introduced: Cross-subject and adaptive classification. Cross-subject
is one classifier which can be used for every new participant without training. Adaptive classifier is a
classifier based on one classifier for all, but it will adjust for every new participant.

1.3 Cross-subject classification

Cross-subject classification is an approach to overcome the limitations of the subject-specific classification.
The cross-subject classifier will be trained with all collected data from all participants to train one classifier
which can be used for every participant. However, the data to train the cross-subject classifier still has to
be collected. This is done by a training and test phase like the subject-specific classifier. But compared
to the subject-specific the new method is much faster in applying, because after collecting the data no
further training is needed for any participant. The results for cross-subject classification could be as
good as subject-specific classification depending on the chosen model itself [Wang et al., 2012]. Wang
et al. tested three different models for cross-subject classification. The results showed clear that some
approaches of Wang et al. could be as good as subject-specific. This gives a first suggestion for a possible
solution for classification.

1.4 Adaptive classification

A second approach of improvement is an adaptive classification. An adaptive classification is an in-
between step of subject-specific and cross-subject classification. The basic part is built up like cross-
subject classification. Therefore an existing cross-subject classifier suitable for the task can be used or
data have to be collected and the cross-subject classifier has to be trained. Once the basic part of the
adaptive classification is made it will be updated separately for every participant. Updated means in this
case that a small amount of data collection of the participant is used. With this data the adaptive classifier
is trained again and will be personalized for this specific participant. Of course the total time of training
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is less because the basic part of the classifier is already trained and only improved for the participant.
Researches of Baldwin et al.(2012) and Yoon et al.(2009) give a first indication of the improvement using
an adaptive classifier. In both researches adaptive training was suitable for the given experiments without
losing accuracy or increasing time[Baldwin and Penaranda, 2012],[Yoon et al., 2009].

The approach of Brandmeyer et al. so far has a great weak point in execution; a training session has to
be done for every participant. Obviously this needs a lot of time and resources to train every participant
separately. The cross-subject classification seems to be a faster solution of classifying brain signals to save
time and resources. The classifier has to train once and can be used for every participant and does not
need a training session again. The adaptive classification seems to be faster than the subject-specific and
more accurate than the cross-subject classification. The research from Wang et al. gives a first indication
that it could be possible to reach as good results as for the subject-specific classification.

The basic part of the current project is based on the research of Brandmeyer et al.. The effectiveness
of two new classification methods will be tested: cross-subject classification and adaptive classification.
The cross-subject classification is split into two parts: combining data and combining classifier. Com-
bining data means that the data is first combined and the classifier is than trained on this combined
data. Combining classifier means that first classifiers for every data pack are trained and then taking the
average of the weights of all classifier to built one classifier. The second way should be faster in time,
because less training rounds for one classifier are needed. The adaptive classification is only used with
classifier combination because of the less time of combining classifier in cross-subject classification.
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2 Method

2.1 Procedure

We divided the experiment in two main parts. First we began with cross-subject classification. Therefore
we had two possible combination methods; first data combining and second classifier combining. For
cross-subject classification we took also a look at the best combination of participants. The second part
was the adaptive classifier. For adaptive classification we only used the second, classifier combining,
method.

2.2 The Experiment

The project was done with offline data from the research from Brandmeyer et al.. In his experiment 16
participants were divided into two groups (one experimental and one control group). The participants
were students at the Radboud University. Both groups had to fulfill the auditory oddball task with visual
feedback. 500Hz and 550Hz tones were used for the experiment. Both tones were used either as standard
or stimulus, it changed within the task. The visual feedback was given by a movie film which varied in
clarity. An EEG cap measured the brain activity of the participant. If the brain showed response the film
became sharper; while it became less sharp when the brain showed no response. Of course for the control
group the sharpness changed independently of the occurring brain signals. Both groups were tested over
four days in total.

2.3 Classification Analysis

The classification itself was the same as described in the article of Brandmeyer et al.. They used a binary
regularized linear logistic regression classifier. They trained also two classifiers; one for 500Hz and one for
550Hz. Brandmeyer et al. used a grid search to find the optimal regulation strength. They founded [.5
13] as optimal regulation strength and this result was used for the current project for both, cross-subject
and adaptive classification as standard strength. All programs of the current project and these which
were used from the research of Brandmeyer et al. were written in Matlab.

2.4 Cross-subject classification

The first part of the project described in the current article is cross-subject classification. As mentioned
above two methods are used for this; first data combination and second classifier combination. For this
project could be only used 15 of the 16 data packs because one was damaged. At this point the minimum
amount of data pack was worked out too, so how much data packs are needed for cross-subject classifica-
tion. It started with the combination of three participants up to 14. In addition, also the combinations
itself were worked out to see if there are participants which are classify better than other.

In data combination are two main steps; the first step is to combine all possible data and the second
step is to make classifier for this new data pack. In this project it was decided to start with the data
of day 1 of the experimental group. The combinations here were not randomized, the reason will be
explained in the results. For the combination of three data packs the data packs of participant one, two
and three are taken. For the combination of four data packs the data of participant one, two, three and
four are taken. This was done up to the combination of fourteen data packs.

In classifier combination there are also two main steps; but here the classifiers were made separately
for all participants’ data packs first and then these classifiers will be combined. For this purpose the
weights of all classifiers are taken and the final classifier is made up of the average of these weights. In
this method for cross-subject classification it was possible to make random combinations; starting with
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all possible combinations for combining three out of 15. This was also done for all other combining steps
up to 14 out of 15 data packs.
The best and worst combinations were worked out to see which participants are classifying better than
other. The best 10% and the worst 10% were taken from each combination (of the 3 up to 14). After
that, the presence of each participant was counted for best and worst.

2.5 Adaptive Classification

The second main part of the current project was the use of an adaptive classifier. For the basic part 14
out of the 15 participants were used to build the construction of the classifier. We used half of the data
of the one participant, who was left out, for training and the other half for testing. Figure 1 gives an
overview which part of data of the left out participant is used for training and which part is used for
testing. The first, training, phase was started with a small amount of data and it grew till the half of
the data was used for training. Training means here that data was used to adjust the classifier for the
particular participant. In the second, test, phase the rest of the data was used to test the performance
of the classifier.

Figure 1: One data pack is split into training and testing data for adaptive classification
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3 Results

The baseline results for the subject-specific classification came from the research from Brandmeyer et al.
who discover an average classification rate of around 0.62 for the experimental group.

The two different approaches for the cross-subject classification are tested first. It was started with
data combination. The calculation of the first half of all possible ordered combinations took two weeks.
Due to the time it was decided not to calculate the rest of the data. Also these combinations are only
tested for tones of 500Hz frequency. The second way, classifier combination, took 5 days for all of the
data. To compare classifier and data combination the same combinations were taken to see if there were
differences and which approach is more suitable. The average classification rate of these combinations
was 0.6193 for classifier combination and 0.5822 for data combination.

It was decided to go on with classifier combination and to work out all possible combinations and
their classification rates for 500Hz and 550Hz. 3 data packs combined give 455 combination possibilities.
4 data packs combined give 1365 and this goes up to 6435 for 7 and 8 data packs. After that it declined
till 15 possible combinations for 14 data packs. Table 1 in the appendix gives all results for 500Hz and
550Hz and also the number of total possible combinations. In total were 32646 combination possibilities
available. The total average was 0.6013 and the standard deviation was 0.0146 for 500Hz. The results for
550Hz were 0.6067 as average and the standard deviation was 0.0124. Figure 2 and 3 show the maximum
(blue line), average (black line) and minimum (red line) performance of the cross-subject classification
for each number of combined data packs for 500Hz (Figure 2) and 550Hz (Figure 3). The figures show
that the maximum classification rate performance is around 0.75 and the average is around 0.60 which
indicates that cross-subject classification can lead to high results depending on the chosen combination.
The best data packs for a combination will be discussed afterwards. The graphics show that the around
7 or 8 data packs give the most suitable results. At this point the minimum went up and the maximum
and average are still suitable for classification rate.

Figure 2: Performance of cross-subject classification of 500Hz
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Figure 3: Performance of cross-subject classification of 550Hz

The best 10% and the worst 10% of all combination possibilities were taken to decide which partici-
pants are classifying better than other. For best 10% there were 3281 combinations and 3299 combinations
in worst 10%. There is a difference between best and worst because combinations above and below the
threshold with the same outcome are counted both. This is done to not lose a combination with the
wanted outcome. The highest appearance in the best 10% with 2871 times had participant 10 which indi-
cates that he is suitable for a cross-subject classifier. Also participant 14 appears quite often in the best
10% (2267 times) and participant 13 appears less in the worst 10% (191 times), so both can be suitable
for cross-subject classifier. On the other hand participant 15 only appeared 5 times in the best 10% and
1900 times in the worst 10% so this one will never be used for a cross-subject classifier. Table 2 in the
appendix shows all appearances of each participant in the best 10% and worst 10%. The figures 4 and
5 show the appearance graphically, the blue dots belong to the best 10% and the red dots belong to the
worst 10%. Figure 4 shows the appearances by a 500Hz stimulus and figure 5 shows it by 550Hz stimulus.

Figure 4: Presence of each participant within best and worst outcomes
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Figure 5: Presence of each participant within best and worst outcomes

The adaptive classification was measured in different steps. The training phase was split in 27 steps.
It started by a few data points up to the half of the data. This was done separately for every par-
ticipant and also the subject-specific and cross-subject were here calculated and compared again. For
the cross-subject changed nothing during the steps, because if the classifier is built once the additional
training data is not taken into account. Figure 6 shows the overall average for a 500Hz stimulus for
subject-specific(green line), cross-subject(blue line) and adaptive(red line) classification for the different
amount of training data used. The average classification rate performance across the participants for
500Hz was 0.604 and 0.0441 as standard deviation for the full amount of training data. The classification
rate performance for 550Hz were slightly lower; 0.5733 as average and 0.0531 as standard deviation. The
performance by a 550Hz stimulus for the different amount of training data is shown in figure 7.

Figure 6: Average of subject-specific, cross-subject and adaptive classification
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Figure 7: Average of subject-specific, cross-subject and adaptive classification
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4 Discussion

The aim of this project was to compare three classification methods. The results of subject-specific came
from the research of Brandmeyer et al.. These results were compared to cross-subject and adaptive clas-
sification. The cross-subject and adaptive classification have similar results in comparison to each other.
Compared to subject-specific classification adaptive classification needs less amount of offline training
data. The presence of specific individuals can improve the performance.

The first part of this project was the cross-subject classification with two different methods to train
the classifier. It was started with the first method the combination of all data for cross-subject classifica-
tion. This data combination gives us around 58% for half of the data. But the problem with this method
was that it took two weeks and the computation had to be stopped. This first method of cross-subject
classification was done with ordered data packs, so it started with participant one, two and three and so
on for the next combination. This was done in the beginning and it emerged that it needed a lot of time
for combining and classifying. In total there were 32646 combinations, but we already needed 2 weeks for
ordered data packs, so it would take too much time to classify all random combinations. But randomizing
is here an important issue, too. In the results of classifier combining were shown that the range between
maximum and minimum values that was reached during the testing was around 20%. This means that
there could be combinations that are bad and other that are really good in classifying.

At this point the conclusion was that the data combining method would take too much time to classify
all data. The second method was the classifier combining. For all the data it only needed five days and its
performance was around 61%. This led us to the conclusion that classifier combining has two advantages:
first it needs less time and second it is more accurate. It was decided that classifier combining would be
used during the rest of the project. At this point all possible combinations could be made and tested
because the classifier combining went faster. The classifier combining needs less time because it has less
data to classify than the data combining. The classifier combining only needs to classify the data of a
single data pack. Afterwards it takes the average of all data, but this is still faster than classify one big
data pack. To find the best combinations the best 10% and the worst 10% of all combinations were taken.
It seemed that participant number 10 and 14 had high results and they quite often appeared in the best
10% of all combinations. On the other hand, participant number 12 and 15 are considerable often in
the worst 10%. It is more suitable to train a classifier with participants who often appeared in the best
10%. But summing up, no one appears only in the best or worst 10%, besides participant number 15 who
appears only in the worst 10%. The conclusion at this point is that we can choose the best participants,
but we need also to check whether these are in combination still the best one. But on the whole we can
say that some participants are have better classification rates, so that we can use these as baseline for
classification of other brain responses and have still a good classification quality.

Another interesting issue within cross-subject classification is the question; is there a number of data
packs to combine to reach the best result? In this project we started with combining three data packs
up to 14. But there were only 15 data packs available as a result that 7 and 8 combined data packs
have the highest number of combination possibilities. This means that the number of total combinations
increased till 7 and decreased after 8. This showed that combining three data packs has the highest
results in maximum value reached and average value. But after combined four data packs the average
is still around 62% and it falls slightly after combining five data packs. So that also four and five gives
high results in maximum and average. And another issue is that the minimum went up after combined
8, this has a result that the overall accuracy improved.

In brief, this project couldn’t give an advice how much data packs will needed for the best cross-subject
classification. It was seen in the results that the average notable fall after three data packs, but really
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slightly after that. Of course was the conclusion here that the best number should be around 7 or 8 data
packs. On the other hand the number of combinations also decreased after 8. Simultaneously increased
the performance of the minimum slightly and the maximum was still high. The increasing minimum
can be an indication for the stable results. But these results will depend on the chosen data packs itself.
Further research can help to see if more data packs improve the performance of cross-subject classification.

The second and last part of this project was the adaptive classification. In this last step all three
classification methods were compared. Due to the results founded in the cross-subject part of the project,
classifier combining was chosen as method for the cross-subject classification. In this second part the
amount of training data of the new participant is not important for the cross-subject classification. The
cross-subject classifier is trained before with 14 participants and used for the 15th, afterwards the new
data from the participant is not used for improving. But the cross-subject classification was used as
a baseline to compare the classification rate performance to adaptive and subject-specific classification.
Still, for subject-specific classification the performance improved with more training data. The adaptive
classification is the most interesting part. It had an equal result as the cross-subject classification and it
doesn’t need much of training data. It had a high result from the beginning of the training phase. This
means that adaptive classification is usable with less amount of training data. But an advantage against
cross-subject classification is that an adaptive classifier also covers subject-specific brain responses that
could be lost in a cross-subject classification.

This project showed that the results of cross-subject and adaptive classification are not significantly
different. But the advantage of covering subject-specific brain responses are more satisfied in the adaptive
classification. It was also shown that it cannot give an advice for the amount of data packs which are
needed for the best cross-subject or as basic for adaptive classification. But in any case it depends on the
chosen data packs itself. The project showed that some participant responses are better than other for
the use in cross-subject classification. On the whole the project showed clearly that there are advantages
in the use of cross-subject and adaptive classification. This has the consequence that both methods
can be used in classification without large losses of performance. Summing up, all three classification
methods have different advantages and disadvantages and the best one is be determined by the problem
itself. There is no guideline for the best classification method and it has to be chosen separately for every
project.
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A Appendix

Number of data
packs combined

Average Accu-
racy 500Hz

Average Accu-
racy 550Hz

Total possible
combinations

3 0,6409 0,6409 455
4 0,6175 0,6202 1365
5 0,6061 0,61 3003
6 0,6007 0,6052 5005
7 0,5977 0,6026 6435
8 0,5962 0,6018 6435
9 0,5954 0,6018 5005
10 0,5945 0,6019 3003
11 0,5931 0,6016 1365
12 0,5908 0,6008 455
13 0,5878 0,599 105
14 0,5843 0,596 15

Table 1: Average Accuracy for cross-subject classification

Number of par-
ticipant

Appearance in
Best 10%

Appearance in
Worst 10%

1 1900 1407
2 1787 1601
3 2005 1497
4 1841 2142
5 1361 2082
6 1557 1886
7 1660 1930
8 1783 1222
9 1447 1415
10 2867 1936
11 1300 1752
12 1226 2826
13 1668 191
14 2267 941
15 1 2011

Table 2: Appearance in best 10% (3281 per participant possible) and in worst 10% (3299 per participant
possible)

15



Figure 8: Procedure of the experiment of Brandmeryer et al. (Source:[Brandmeyer et al., 2014])
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