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1. Introduction
Urban search and rescue (USAR) is the emergency response involving the location, and extraction of
victims trapped in confined spaces (Federal Emergency Management Agency 2015). Often the entrapment
occurs due to the collapse of man-made structures, but transportation or mining accidents are also possible.
Urban search and rescue is a challenging and hazardous domain. Environments are dangerous and
unpredictable, due to fires, chemical leaks, or structurally unsafe surroundings. The rescue workers are
often deprived of sleep, stressed, and under time pressure (Murphy 2004). All these aspects ensure the
work is not only physically, but also cognitively demanding.

Due to the various challenges within urban search and rescue robots can provide a useful contribution.
Robots are able to enter voids too narrow for rescue workers, or explore structurally or environmentally
unsafe surroundings (e.g., danger of collapse, fire, etc.) (Casper and Murphy 2003). While robots are
able to provide many benefits to rescue workers, various challenges remain in perception, mobility, but
also in human-robot interaction. Robot operators have difficulties being aware of the environment, for
example, problems detecting victims, or unable to estimate whether rubble is crossable. Also, due to
improvements in robot autonomy it is important to understand the decision-making process of the robot.
Various approaches to support human-robot rescue teams exist, for example, adaptive automation (e.g.,
Kaber and Endsley (2004)), dynamic task allocation (e.g., Lerman (2006)), and shared mental models
(e.g., Giele et al. (2015)). However, all these approaches rely on knowing what is going on, which
includes knowledge about the task, the environment, and the agents. Also, in most cases assumptions
about various aspects of knowledge are made in order to reduce the dependency on information. Human
activity recognition in a human-robot rescue team tries to provides part of that knowledge and lessen the
need for some assumptions. Human activity recognition is the process of recognizing human activities
based on observations about a human, and the environment using an automated system. So, the following
question is to be answered:

Can human activities be recognized in real-time for a human-robot rescue team?

Also, since collaboration between humans is an important aspect in rescue work, the following sub-question
is to be answered:

Can both individual and team activities be recognized?

In order to provide answers to the research questions, this thesis presents a hybrid approach to activity
recognition of humans in a human-robot rescue team. The hybrid approach combines data-driven and
knowledge-driven techniques into a single framework (similar to Riboni and Bettini (2010)). The data-
driven techniques provide various sources of information, while the knowledge-driven techniques integrates
that information into a coherent structure and provide reasoning capabilities. The sources of information
include three human behaviours, namely physical motion, communication, and interface actions, and
additional information related to the hierarchical structure of a human-robot rescue team. The activity
recognition system is evaluated during a high-fidelity exercise with actual fire fighters, of which the results
are compared with two other approaches, namely the most common activity, and random activities. The
most common activity approach predicts the most common activity, defined as the most occurring, and
activity with the longest duration, at any time. The random activities approach predicts one or multiple
random activities at any time. The activity recognition system should at a minimum outperform those
approaches. Ultimately, I will argue that while doing activity recognition just for the sake of activity
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recognition is scientifically relevant, it is difficult to determine which evaluation metrics are important
without knowing what the recognized activities are going to be used for.

The remainder of the thesis is organized as follows:

• Chapter 2 Background provides an overview of urban search and rescue, research related to human-
robot teaming, activity recognition, and several design principles.

• Chapter 3 Model provides a conceptual overview of the activity recognition system.

• Chapter 4 Architecture outlines the underlying implementation of the different components of the
activity recognition system.

• Chapter 5 Evaluation provides an overview of the evaluation of the activity recognition system.

• Chapter 6 Results provides an overview of all the results based on the evaluation.

• Chapter 7 Discussion provides a reflection on the results, and discusses the hybrid approach to
activity recognition.
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2. Background
The literature in the following chapter provides the context in which this research has been conducted. Due
to the interdisciplinary nature of this research a wide range of topics is discussed:

• Section 2.1 Urban Search and Rescue provides a description of urban search and rescue with a focus
on rescue robotics, and the envisioned human-robot rescue team according to the TRADR project.

• Section 2.2 Activity Recognition provides an extensive overview of different approaches to activity
recognition with an important distinction between data- and knowledge-driven methods.

• Section 2.3 Design Principles provides an overview of various socio-technical and technical design
principles with regard to activity recognition systems.

• Section 2.4 Summary provides a summary specifying which aspects are considered relevant for this
project.

2.1. Urban Search and Rescue
The following section is intended to provide the basis to relate all other topics in the background to. A
brief overview of robotics and issues related to human-robot interaction in an urban search and rescue
context is provided. Also, an overview is given of the TRADR project which tries to support urban search
and rescue forces using robots and technology.

The Federal Emergency Management Agency (FEMA) describes urban search and rescue as fol-
lows (Federal Emergency Management Agency 2015):

“Urban search-and-rescue (US&R) involves the location, rescue (extrication), and initial
medical stabilization of victims trapped in confined spaces. Structural collapse is most often
the cause of victims being trapped, but victims may also be trapped in transportation accidents,
mines and collapsed trenches.

Urban search-and-rescue is considered a ‘multi-hazard’ discipline, as it may be needed for
a variety of emergencies or disasters, including earthquakes, hurricanes, typhoons, storms and
tornadoes, floods, dam failures, technological accidents, terrorist activities, and hazardous
materials releases. The events may be slow in developing, as in the case of hurricanes, or
sudden, as in the case of earthquakes.”

Urban search and rescue is a domain with many challenges and hazards. Environments are dangerous
and unpredictable due to various dynamic events, such as aftershocks in case of an earthquake, or chemical
fires. Collapsed buildings are often structurally unsafe, and are difficult to traverse searching for victims.

2.1.1. Human-robot Interaction in Rescue Contexts
Due to the challenges of urban search and rescue robots are able to provide a useful contribution. Robots
are able to access a wide variety of areas otherwise inaccessible to humans. For example, voids can be
explored due to the smaller size of a robot, or robots are unimpaired by particular hazardous factors (e.g.,
smoke, fires, or chemical leaks) due to protective casings. Also, while expensive, in general robots are

9



considered more expendable than human lives. While robots in urban search and rescue missions provide
many benefits to rescue workers, various issues are still unresolved. These include technical issues (e.g.,
low battery life, unreliable wireless communications, or limited autonomy), but also issues related to the
interaction between humans and robots. Robot operators controlling the robots have difficulties being
aware of the environment surrounding the robot. For example, it is difficult to determine whether a robot is
able to enter a cavity, or whether an obstacle can be crossed. Also, interpreting the multitude of sensor
information robots are able to perceive is difficult, while technological advances are able to provide support
in this area (e.g., automated victim detection). While a complete listing of issues related to human-robot
interaction is outside the scope of this thesis, extensive overviews of human-robot interaction within the
domain of urban search and rescue are presented by Casper and Murphy (2003), and Murphy and Burke
(2005). A recent analysis of human-robot interaction at the DARPA Robotic Challenge Trials, designed to
evaluate humanoid robots in a disaster response scenario, is presented by Yanco et al. (2015).

In the following paragraph various approaches to supporting human-robot interaction are discussed.
Adaptive automation influences the level of automation of control over robots between humans and an
automated system. Adaptive automation reduces workload, and increases situation awareness, in human-
robot teams (Kaber and Endsley 2004; Parasuraman, Barnes, et al. 2007; Parasuraman, Cosenzo, and
Visser 2009; Visser and Parasuraman 2011). Related to adaptive automation is dynamic task allocation in
which tasks are distributed to agents based on various criteria. Even though dynamic task allocation in
general assumes systems with homogeneous agents (e.g., only robots, for example Lerman (2006)), the
method is applicable to systems with heterogeneous agents. Giele et al. (2015) proposed a framework to
improve team performance in mixed human-robot teams, providing promising results. Another approach
uses shared mental models to provide insight into team functioning by capturing particular notions of
teamwork. In human-robot teams shared mental models are important for situation awareness, and team
effectiveness (Burke and Murphy 2004; Murphy and Burke 2005).

All approaches supporting human-robot teamwork rely on knowing what is going on, which includes
knowledge about the task, the environment, and the agents. Also, many approaches make assumptions (e.g.,
using wizard-of-oz experiments) about certain aspects in order to reduce the dependency on information.
However, activity recognition of humans in a human-robot rescue team tries to provide part of that
knowledge and lessen the need for some assumptions.

2.1.2. Project: TRADR

Long-Term Human-Robot Teaming for Robot Assisted Disaster Response (TRADR) is a European funded
research project which develops novel science and technology for human-robot teams to assist in disaster
responses. A user-centric design methodology (i.e., situated Cognitive Engineering (sCE- method),
discussed in Section 2.3.2) is employed to support the development of technological systems. The TRADR
project expands upon the earlier NIFTi project (Kruijff et al. 2014) by providing persistence of all aspects
of a human-robot team across multiple sorties during a mission. Therefore, the following three main
scientific objects have been formulated:

1. Persistent environment model: Models of dynamic environments through the fusion of multi-
modal information based on observations of multiple robots collected across multiple sorties during
a mission.

2. Persistent models for multi-robot acting: Models of individual and multi-robot planning and
execution across multiple sorties during a mission.

3. Persistent models for human-robot teaming: Models of collaboration between humans and robots
to improve alignment of mutual expectations across multiple sorties during a mission.
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Even though robots have been deployed in urban search and rescue missions, due to the many challenges
and lack of standardization no formal definition of a human-robot rescue team exists. The TRADR project
envisions a particular composition of humans, and robots within a human-robot rescue team using various
types of technology. Even though the composition of a human-robot rescue team is continuously being
refined, the following section provides an overview of the most relevant concepts related to a human-robot
rescue team.

Human-robot Rescue Team

A human-robot rescue team consists of several human team members within various roles, namely: a team
leader, multiple robot operators, multiple in-field rescuers, and various robots (e.g., unmanned ground
vehicles (UGVs), and unmanned air vehicles (UAVs)). Each member (both humans and robots) has
different attributes, capabilities, and responsibilities. In the following sections an overview of the most
important characteristics of each role within a human-robot rescue team is provided.

Team leader The team leader is responsible for managing the individual members of the team. Using a
tactical display system the team leader is able to receive information about the mission. Using direct verbal
communication through two-way radio devices (e.g., walkie- talkies) with other human team members, the
team leader is able to direct the mission according to protocol and personal insight.

Robot Operator The robot operator is responsible for controlling one or multiple robots (i.e. a UGV,
and a UAV). Positioned behind an operator control unit (OCU) the robot operator is able to send commands
to the robot and receive information via the sensors of the robot (e.g., video images, or point clouds). The
robot operator remains in a fairly static position, but occasionally leaves its post to, for example, interact
with the robot directly (e.g., unpacking, or cleaning the robot).

In-field Rescuer The in-field rescuer is responsible for providing additional support, especially in
situations in which the robots are incapable of providing support (e.g., a live victim). Equipped with a
hand-held device (e.g., tablet), and a two-way radio device the in-field rescuer is located near or at the
actual disaster area. The in-field rescuer is able to communicate with the team leader, and is able to receive
and submit information via the hand-held device.

Robots Within TRADR two types of robots exist, namely UGV’s (BlueBotics 2015), and UAV’s (As-
cTec 2015). The UGV’s are intended for the exploration of the disaster area from the ground. They are able
to enter structures, or voids in collapsed structures, and provide video images from RGB-D camera’s. They
can be equipped with various sensors to measure different types of information, such as heat, chemicals,
etc. Furthermore, the UGV’s can be outfitted with a robotic arm (Kinova Robotics 2015) which can be
used to manipulate objects, for example, to open doors, or collect samples.

UAV’s are intended to provide an overview of the disaster area using video from normal, or infrared
camera’s. They are able to fly at a high altitude, or even enter buildings if there is sufficient room to fly.

Technology Technology refers to the all the tools (both hardware and software) used to support the
human members of the human-robot rescue team. Within the TRADR project two types of software tools
are employed, namely the Tactical Display System, and the Operator Control Unit. The Tactical Display
System (TDS) is intended to provide all human team members with information to support work-related
activities. For example, the TDS contains a map of the current location with markers regarding important
information (e.g., obstacles, victims, etc.). An example of an functional TDS used in the NIFTi project
is described by Diggelen, Grootjen, and Ubink (2013). The Operator Control Unit (OCU) is intended to
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allow a user to control one or multiple robots. Therefore, it provides functionality to control a robot (and
any additional devices, e.g., a robotic arm) and receive sensor information from the robot. The sensor
information includes, for example, camera images of the robot, and orientation of the robot. Since multiple
types of robots are used in the TRADR project the OCU has to be flexible enough to support both types.

2.2. Activity Recognition

In the following section an overview is presented of different approaches to human activity recognition.
Due to the abundance of activity recognition research several authors provide a categorization of approaches
to activity recognition literature. Therefore, I present a succinct overview of different categorizations of
the approaches to human activity recognition.

Turaga et al. (2008) present an overview of a categorization approaches to activity recognition which
are categorized according to methods that rely on human body models and methods that do not rely on
human body models. In methods that rely on body models the categorization of approaches is as follows:
a) non-parametric (e.g., 2D-templates, 3D object models); or b) volumetric (e.g., spatio-temporal filtering,
sub-volume matching); or c) parametric (e.g., hidden Markov models, linear dynamical systems). In
methods that do not rely on body models the categorization of approaches is as follows: a) graphical
models (e.g., Bayesian networks); or b) syntactic (e.g., context-free grammars); or c) knowledge and
logic-based (e.g., ontologies).

In Aggarwal and Ryoo (2011) activity recognition is viewed from the perspective of computer vision.
Based on the complexity of an activity, the following division is made: gestures, actions, interactions, and
group activities. Activities are categorized according to a hierarchical taxonomy with a major distinction
between: 1) single-layered approaches; and 2) hierarchical approaches. Single-layered approaches
recognize activities directly based on sequences of images, and are suitable for the recognition of lower
level activities, e.g., gestures, and actions. Single-layered approaches are classified into space-time
approaches (i.e., space-time volume, trajectories, and space-time features), and sequential approaches
(i.e., exemplar-based, and state model-based). Hierarchical approaches (i.e., statistical, syntactic, and
description-based) represent higher level activities, e.g., interactions, and group activities, based on a
combination of lower level activities.

L. Chen, Nugent, and Wang (2012) present an overview of a categorization of activity recognition with a
major distinction between: 1) vision-based versus sensor-based; or 2) data-driven versus knowledge-driven.
In order to recognize activities vision-based approaches use visual information (e.g., video images), while
sensor-based approaches use data from various sensors (e.g., accelerometer, RFID tags). Data-driven
approaches build implicit models through various machine learning techniques, and can be categorized as
follows: a) generative modelling; or b) discriminative modelling; or c) heuristic/other (combination of the
previous categories). Knowledge-driven approaches build explicit models using expert knowledge, and
can be categorized as follows: a) mining-based; or b) logic-based; or c) ontology-based.

All surveys provide a thorough overview of the different approaches to activity recognition. In Turaga
et al. (2008) and Aggarwal and Ryoo (2011) vision-based approaches are an important aspect of the
categorization, but are less important in our case, since vision-based approaches are impractical in an
urban search and rescue context. This is due to the fact that, in general, vision-based approaches assume a
static environment with fixed positions for the camera’s, which are unrealistic assumptions in an urban
search and rescue context. Therefore, the data-driven versus knowledge-driven categorization of L. Chen,
Nugent, and Wang (2012) is used to provide a brief explanation per category followed by an overview of
the relevant literature if applicable.
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2.2.1. Data-Driven

Data-driven approaches build implicit models through various machine learning techniques, and are
categorized as followed: a) generative modelling; or b) discriminative modelling; or c) heuristic/other
(combination of the previous categories).

Generative Modelling

Generative models provide a probability distribution over the observations (e.g., sensor data) and the labels
(i.e. activities) (Jordan 2002). In order to generate predictions with a generative model a conditional
probability density function is computed from the joint probability distribution, which provides the
probability of a label given an observation. Common classifiers used for learning general models include
naı̈eve Bayes classifiers (NCB), and hidden Markov models (HMM). To train an adequate model it
is necessary to have sufficient data of all observations in order to estimate a probability distribution.
Nonetheless, generative models have been successfully used in different applications of activity recognition.

In Bao and Intille (2004) a wide variety of activities were recognized using five bi-axial accelerometers.
Participants were tasked to perform activities in a semi-naturalistic setting during everyday life. Each day
participants had to attach the accelerometers on particular positions and perform a random sequence of 20
predefined activities. Using the collected data several classifiers (e.g., C4.5 decision tree, naive Bayes, etc.)
were trained and tested using various types of cross-validation. An overall recognition rate of 84.26% was
achieved using a decision tree.

In a similar domain, but using a different approach, Patterson et al. (2005) provide activity recognition
through abstract object usage. In a kitchen environment a total of 60 objects were outfitted with an RFID
tag. Each object was related to one or more of eleven activities, i.e., using the bathroom, making oatmeal,
making soft-boiled eggs, preparing orange juice, making coffee, making tea, making or answering a phone
call, taking out the trash, setting the table, eating breakfast, and clearing the table. A single person was
equipped with two gloves able to detect whenever an object with a RFID tag was within a certain range.
The following four models were trained and evaluated (accuracy in brackets) with each other, namely:
independent hidden Markov models (68%), connected hidden Markov models (88%), object-centred
hidden Markov models (87%), and dynamic Bayes net with aggregates (88%).

Discriminative Modelling

In contrast with generative models, discriminative models provide only a conditional probability density
function of a label given an observation, or a direct mapping from observations to labels. Using a
discriminative model it is possible to generate predictions directly. Examples of classifiers used for training
discriminative models include nearest neighbour, decision trees, and support vector machine.

In Ravi et al. (2009) eight activities, i.e., standing, walking, running, climbing up stairs, climbing down
stairs, sit-ups, vacuuming, and brushing teeth, were recognized using a single tri-axial accelerometer worn
around the participants waist. Two participants performed the activities in multiple rounds over different
days. A total of twelve features, i.e., mean, standard deviation, energy, and correlation, for all three axes of
the accelerometer are extracted. The data was evaluated using a total of 18 classifiers, including decision
tables, decision trees, support vector machines, or naive Bayes, using various types of cross-validation. For
three out of the four cross-validation types plurality voting has the highest accuracy with at least 90.61%,
and in the other type of cross-validation boosted SVM has the highest accuracy with 73.33%.

In a similar approach by Kwapisz, Weiss, and Moore (2011) six activities, i.e., walking, jogging,
ascending stairs, descending stairs, sitting, and standing, were recognized using cell phone accelerometers.
The participants carried a smart phone in their front pants leg pocket during their everyday activities, and
were tasked to perform the activities for specific periods of time. The data was modelled using a number of
classifiers, namely: decision trees, logistic regression, and multi-layer perceptrons. On all activities, except
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ascending and descending stairs, the prediction rate of the models was 89.9% or higher. The prediction rate
of the activities ascending and descending stairs ranged between 12.3% and 61.5%, but after combining
the activities the prediction rate 77.6% for the decision tree model.

In Wyss and Mäder (2010) various military-specific activities, i.e., walking, marching with backpack,
lifting and lowering loads, lifting and carrying loads, digging, and running, were recognized using multiple
body-fixed sensors. The sensors were able to measure waist acceleration in vertical direction, step
frequency, heart rate, and whether a backpack was being carried. Using a manually constructed decision
tree model the system was evaluated in both a laboratory setting as well as during a military training
session. In the laboratory setting the overall activity recognition was 87, 5%, and during the military
training session 85, 5%.

Heuristic/other Models

A heuristic approach to activity recognition uses a combination of generative models, discriminative
models, and heuristic information.

In Zhu and Sheng (2009) a variety of activities, e.g., running, walking, standing, walking downstairs,
were recognized using two accelerometers, placed on the waist and foot. The data was processed in
two steps, namely: coarse-grained classification, and fine-grained classification. In the coarse-grained
classification one neural network for each sensor to output the type of an activity, i.e., stationary, transi-
tional, and cyclic. In the fine-grained classification the type of the activity determined whether heuristic
discrimination, or a hidden Markov model was applied. Heuristic discrimination was applied to activities
with no displacement, e.g., standing, or sitting, while the hidden Markov model was applied to activities
with strong displacements, e.g., walking, or running. The hidden Markov model provides an accuracy of
0.8701 or higher for four activities.

A hybrid discriminative/generative approach is discussed by Lester, Choudhury, and Kern (2005). A
single device with eight different sensors, i.e. accelerometer, audio, IR/visible light, high-frequency light,
barometric pressure, humidity, temperature, and compass, was used to collect the data. Two participants
performed a total of ten activities, i.e., sitting, standing, walking, jogging, walking up stairs, walking
down stairs, riding a bicycle, driving car, riding elevator down, and riding elevator up, over a period of six
weeks. From the data over 600 hundred features were computed which were used in an activity recognition
pipeline. For each activity a decision-stump classifier is applied to the feature vector, which produces a
sequence of decision stump margins for each feature. From the decision stump margins a sequence of
posterior probabilities is computed and used as input for a hidden Markov model. An activity is predicted
by taking the maximum likelihood of the output of all hidden Markov models. By using a combination of
decision stumps and hidden Markov models a precision of 99%, and a recall of 91% is achieved.

Hakeem and Shah (2004) provide another example of a combination of multiple approaches, but is
discussed in another section.

2.2.2. Knowledge-Driven
Knowledge-driven approaches build explicit models using expert knowledge, and can be categorized as
follows: a) mining-based; or b) logic-based; or c) ontology-based.

Mining-Based

Mining-based approaches take advantage of the wealth of information available from public sources.
Examples of public sources are recipes, training manuals, and how-tos. The approach tries to identify
associations between activities and object usage. In many cases similar techniques as in generative and
discriminative modelling are used, since most techniques need a lot of data in order to build adequate
models.
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Mining-based approaches are unlikely to be of use for determining activities of human-robot rescue
teams. Even though data of common activities (e.g., walking, sitting, or climbing stairs) is available
through various data sets, the urban search and rescue domain is very specific with the usage of particular
objects and activities, meaning public information specific for the subject is unlikely to be available.
Therefore, mining-based approaches will not be discussed here.

Logic-Based

Logic-based approaches try to model activity recognition using a logical formalism. Capturing domain
knowledge in logical rules it is possible to reason about the statements in the knowledge. Therefore,
logic-based approaches provide certain features, such as prediction, and explanation.

In Shet, Harwood, and Davis (2005) a multi-level approach is used in the domain of surveillance, in
which multiple cameras monitored the lobby of a building. On the lowest level various features (e.g., an
object’s path) were extracted from the video images. On the middle level the features were used to generate
facts, such as a person has been found standing near a vending machine at a specific point in time. On
the highest level a reasoning module evaluates the facts according to specific rules in order to recognize
various activities, such as theft, or entry violation. As a proof-of-concept the system was implemented and
evaluated on a computational level, which shows a linear increase in computation time with respect to the
number of facts.

Ontology-Based

Ontology-based approaches define activities using an explicit representation in an ontology. An ontology
is a data structure in which entities and relations between the entities are captured. Other approaches
often have difficulty in generalizing from particular instances and require specific data to capture all
characteristics. Ontology-based approaches are more easily applied to different instantiations in the same
domain, and are in some cases even applicable to other domains.

In Riboni, Pareschi, et al. (2011) ontology-based activity recognition is viewed from a meta perspective.
A generative modelling approach (i.e. a hidden Markov model (HMM)) is compared with an ontology-
based approach with respect to temporal reasoning. The hidden Markov model and various modelled
ontologies with explicit temporal relations were applied to the domain of daily living. A data set containing
annotated activities of a single person living in a smart-home for 28 days was used to compare the different
approaches. The results show that the hidden Markov model outperforms the default ontology in which
no past temporal information was included. However, when past temporal information was included in
the ontology, the recognition performance is higher when compared to the hidden Markov model. It is
also important to note that in ontologies with temporal information included it is assumed the user only
performs a single activity at a time, due to practical reasons.

Another way of combining ontologies with temporal information is described by D. Chen, Yang, and
Wactlar (2004), in which social interactions in a nursing home environment are modelled. Various features
(e.g., speed, distance, and relative direction of entities) from multiple video images are extracted and
manually annotated with the activities according to the ontology. By mapping the ontology onto a dynamic
Bayesian network (DBN) it is possible to represent the relations between the entities (e.g., person, or
wheelchair) and aspects of the temporal dimension. Evaluation of the model yields a recognition rate is
75% and higher for five out of six social interactions. The other social interaction greeting needs more
precise or other features to yield a better recognition rate.

In Hakeem and Shah (2004) activity recognition in the context of meetings is discussed using multiple
approaches. A meeting ontology is described as a multi-level hierarchy, of three levels, of concepts of
which each layer is mapped onto a different approach. The lowest layer contains movements of human
body parts (e.g., hands, or head) which are detected using various features based on video images. The
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middle layer contains events (i.e., a sequence of movements over time) which are detected using a finite
state machine (FSM). The highest layer contains behaviours (i.e., a set of events over time) which are
modelled using a rule-based system (RBS). Using 12 meeting videos the evaluation results precision values
of 76.47% and higher, and recall values of 90.91% and higher.

In order to provide a foundation among different domains, a top-level ontology of activity recognition in
the context of smart environments is provided by Ye, Stevenson, and Dobson (2011). Smart environments
are spaces in which sensors, actuators, and displays are embedded seamlessly in everyday objects. Appli-
cations of smart environments include for example homes, offices, and healthcare facilities. The authors
make a distinction between domain ontologies and application ontologies, and provide a generic framework
of activity recognition in which the commonalities between the different applications are captured. The
framework consists of multiple elements, namely: a concept model, a context model, and a activity model.
The concept model captures the structure of the information spaces, such as location, time, distance,
etc. The context model captures context predicates, which encapsulate the relation between two abstract
values belonging to an information space. The activity model captures aspects related to activities or
states of a user, which are possibly interesting to particular applications. In all models various definitions,
relationships, and properties are defined. Combining the framework with an application ontology provides
additional aspects without the need to explicitly specify these aspects in the application ontology.

Riboni and Bettini (2010) describes a generic system which combines statistical methods with onto-
logical reasoning. Input into the system is provided via body-worn sensors, environmental sensors, and
sensors on the mobile device. On the mobile device the data from the sensors are fused and provided to a
single system composed of several modules. On the mobile device the data from the sensors is fused, and
provided to multiple modules. The pattern recognition module provides statistical activity models. The
geographic information system module provides location-based on the user’s location (provided by the
embedded sensors, and environmental sensors). The ontological reasoner module provides potential and
complex activities. The system combines the information from all modules and outputs the recognized
activities. In an evaluation of the system multiple humans had to perform ten different indoor and outdoor
activities, with a bias towards physical activities. The system achieved a recognition rate of 93.44% which
is higher than the best statistical classifier, namely multi-class logistic regression with a recognition rate of
80.21%.

2.3. Design Principles
When designing an activity recognition system various aspects have to be taken into consideration. For
example, existing technologies, usability aspects, evaluation aspects, or particular standards.

• Section 2.3.1 Robot and Technology Standards standards regarding robots, and technology are
described.

• Section 2.3.2 Situated Cognitive Engineering Method describes a method to support the development
of the activity recognition system.

• Section 2.3.3 Technological describes a particular aspect of the development of the activity recogni-
tion system, namely the technological aspects.

2.3.1. Robot and Technology Standards
In the context of urban search and rescue all personal, and equipment have high minimum standards1 in
order to cope with the rescue work. Similar standards should also apply to the robots, and technology

1For example, the National Fire Protection Association (NFPA) provides over 300 documents related to fire safety (http:
//www.nfpa.org/codes-and-standards/document-information-pages).
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developed within the TRADR project, including the activity recognition system. While organizations such
as the Federal Emergency Management Agency (FEMA) (Federal Emergency Management Agency 2015),
the National Institute of Standards and Technology (NIST) (National Institute of Standards and Technology
2015) try to provide certain standards (for example: Messina and Jacoff (2006)), many of them are only
related to rescue work in general, or consider only particular aspects (such as the robots). Also, with
multiple standards out there no general consensus is reached. Therefore, I would like to introduce two
characteristics to which the technology should adhere to, namely reliability, and robustness. Reliability
encompasses the dependability of the technology under the stated conditions for a particular period of
time. Robustness is the ability to cope with errors, or abnormalities of the input. For example, the activity
recognition system is reliable if it is always able to detect a predefined percentage of the activities, and
robust if it is able to cope with unexpected actions.

2.3.2. Situated Cognitive Engineering Method

The situated Cognitive Engineering (sCE) method (Neerincx and Lindenberg 2008) is aimed at supporting
the development of human-centered automation. The sCE-method structures and guides the evaluation and
documentation of technological designs by enabling the sharing and re-usage of design knowledge in a
multi-disciplinary community. The following three main segments are defined:

A. Foundation

B. Specification

C. Evaluation

Within TRADR the sCE-method is applied to iteratively design the technology as described in Sec-
tion 2.1.2. While not all aspects of the methodology have been adhered to during the development of
the activity recognition system, the methodology did provide a useful framework to aid the development.
Therefore, the three main segments of the sCE-method are discussed in order to provide a brief overview
of the way the development of the activity recognition system has been supported.

Foundation

In segment A. Foundation the design rational is described in terms of a) operational demands; b) relevant
human factors knowledge; and c) envisioned technologies.

The a) operational demands describe the current practice without the envisioned technologies. The b) rel-
evant human factors knowledge describe the available knowledge concerning human factors, such as,
functional design, task support, ergonomics, etc. The c) envisioned technologies describes the options of
using existing technology or the lack thereof (meaning novel technology has to be developed.

Specification

In segment B. Specification the solution is specified in terms of relevant human factors knowledge, and
the envisioned technologies. The specification consists of a) design scenarios; b) actors and use cases;
c) requirements; d) claims; and e) ontology. The a) design scenarios prescribe the specification using short
stories describing the way the user will work with the system (showing the benefits of the solution). The b)
actors and use cases provide a step-by-step interactions between the relevant actors and the system. The c)
requirements describe the specific functionality the system should provide to the user (derived from the
use cases). The d) claims describe the relation between the requirements and the hypotheses to be tested
during evaluations. The e) ontology captures all concepts and relations relevant to the system, to provide
consistent semantics throughout the development.
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Evaluation

Segment C. Evaluation prescribes aspects related to the evaluation of the system in terms of a) artefact;
b) evaluation method; and c) evaluation results. The a) artefact is a prototype incorporating a particular
set of requirements, design patterns, and technologies. The b) evaluation method describes the type of
evaluation (e.g., human-in-the-loop study, or use-case-based simulation) employed to evaluate the artefact.
The c) evaluation results describe the results of the evaluation, used to further specify the specification of
the system.

2.3.3. Technological

The following section provides an overview of the relevant technological aspects when designing an activity
recognition system. In Lara and Labrador (2013) the following aspects are considered: 1) selection of
attributes; 2) obtrusiveness; 3) data collection protocol; 4) recognition performance; 5) energy consumption;
6) processing; and 7) flexibility. While not all aspects are equally important for activity recognition in the
context of a human-robot rescue team, all aspects will be briefly discussed.

Selection of Attributes There are several types of attributes measured from wearable sensors, namely:
1) environmental attributes; 2) acceleration; 3) location; and 4) physiological signals. Environmental
attributes contain information about the individual’s surrounding, such as temperature, humidity, or
audio level. In general environmental attributes provide sufficient contextual information, but insufficient
information to directly infer activities of an individual. Acceleration information is broadly applied to
ambulation activities, and a single tri-axial accelerometer is sufficient to provide high recognition accuracy.
Location information provides useful context information through for example GPS. Physiological signals
contain information about the individual’s internal state, such as heart rate, respiration rate, or skin
temperature. While physiological signals could provide sufficient information to infer activities of an
individual, the signals are difficult to interpret, and the accuracy is generally low.

In the context of a human-robot rescue team environmental attributes, and acceleration information
seem the obvious choice as types of attributes. Environmental attributes are able to provide information
about the interaction with a device and acceleration information is able to provide a distinction between a
wide variety of activities.

Obtrusiveness Obtrusiveness is the undesirable awareness of activity recognition by the individual.
Meaning, the individual is negatively influenced by wires, sensors, particular required actions, or the
activity recognition system. In the ideal case the individual should be able to perform their daily activities
while being unaware of the activity recognition system.

While humans of a human-robot rescue team are in general equipped with a variety of tools, e.g., a
helmet, a walkie-talkie, and a tool belt, it is important to prevent additional straining. Therefore, it is
preferable to use unobtrusive sensors.

Data Collection Protocol Data should preferably be collected in a natural setting. Since, it might
be difficult to generalize activities from data collected in an experimental setting to activities from data
collected in a natural setting.

Due to the small amount of human-robot rescue teams, and the variety and low frequency of the missions
it is difficult to gather data in a natural setting. However, gathering data in high-fidelity experimental
settings might be sufficient to generalize to natural settings.
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Energy Consumption Energy consumption is generally not taken into account in activity recognition
systems. While all sensors require energy to operate, and store or send information to other devices, in
most cases the energy consumption is low enough for sensors to operate extended periods of time.

Since human-robot rescue teams operate for extended periods of time without being able to change
batteries, it is important that the sensors operate for the full duration of the mission. However, for the
proposed researched the data is collected in an experimental setting making energy consumption less likely
to be an issue.

Processing Processing is considered with regard to device which will perform the activity recognition.
In most cases the data is send to a central server on which the data is processed, but in some cases it is
possible to perform data processing on the device which performs the data gathering.

The activity recognition system runs within the TRADR system and uses information from various
sources. Therefore, it is not necessary for the processing to take place on the data gathering device.

Flexibility Flexibility is related to whether an activity recognition model is tailored towards a particular
individual, or whether an activity recognition model is suitable for different individuals. Subsequently
multiple types of analysis exist to evaluate an activity recognition model, namely subject-dependent, or
subject-independent evaluations. In subject-depended evaluations the activity recognition model is trained
and tested for each individual, while in subject-independent evaluations a single activity recognition model
is trained and tested using data of multiple individuals.

Gathering data for a human-robot rescue team is difficult, due to the small amount of teams, and the low
frequency of missions. Furthermore, it is undesirable if the system has to be trained for each individual
human of a human-robot rescue team. Therefore, it is preferred to build a model suitable for activity
recognition of different individuals.

2.4. Summary

In the previous sections an overview is given of various topics related to this thesis. An overview of
human-robot interaction in the context of urban search and rescue, and the relation with the TRADR
project is presented. Also, multiple approaches to human activity recognition, and various design principles
regarding the development of an activity recognition system are covered. However, it may still not be clear
how all topics are related to one another in this thesis, and what aspects of the topics are relevant for this
thesis. Therefore, a summary is presented in order to provide a brief complete overview of the background
for the remainder of this thesis.

Section 2.1 Urban Search and Rescue presents the characteristics and challenges of human-robot
interaction in the context of urban search and rescue. It provides the basis to relate all other topics of the
background to.

Section 2.2 Activity Recognition presents an overview of various approaches to activity recognition
based on the categorization by L. Chen, Nugent, and Wang (2012). The decision was made to employ
a hybrid approach to human activity recognition, based on the characteristics of a human-robot team
in the context of urban search and rescue. The framework by Riboni and Bettini (2010) provided the
inspiration for the hybrid approach to human activity recognition in a human-robot rescue team. In both
cases data-driven and knowledge-driven approaches to human activity recognition are combined into a
single framework. In the case of Riboni and Bettini (2010) activities recognized via data-driven approaches
are refined with contextual information applied to the domain of daily living. The contextual information
consists of the symbolic location of the human (e.g., kitchen, living room, etc.). In the approach detailed
in this thesis the knowledge-driven approach forms the basis of the activity recognition system, in which
data-driven approaches act as sources of information. Also, while spatial information contains valuable
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information, the information is difficult to provide in an urban search and rescue context, due to limitations
of positioning systems (e.g., the accuracy of GPS is in the range of meters, and does not work well indoors).
Having established a basic framework it is important to specify the requirements of an activity recognition
system. These include not only a model of human activities in a human-robot rescue team used by the
knowledge-driven aspect, but also the types of behaviour relevant to a human-robot rescue team. Also,
when designing an activity recognition system various design principles have to be taken into consideration,
which support the design and development of the activity recognition system.

For the knowledge-driven aspect of the activity recognition system three approaches are available,
namely mining-based, logic-based, and ontology-based approaches. Based on the framework by Riboni
and Bettini (2010), other research available on ontology-based approaches to activity recognition, and the
fact other partners in the TRADR project were already developing an ontology, the decision was made to
pursue an ontology-based approach for the knowledge-driven aspect. With an ontology-based approach an
ontology represents the domain, and reasoning makes it possible to infer additional knowledge. According
to L. Chen, Nugent, and Wang (2012) ontology-based approaches have the advantages of no ‘cold start’
problems, interoperability, reusability, and the ability of combining various data sources explicitly, with
the disadvantages of being weak in handling uncertainty, and time. The disadvantages are relieved by
employing a logic-based formalism making it feasible handling temporal relations.

Section 2.3 Design Principles describes various design principles the activity recognition system has to
adhere to. The sCE-method supports the development of human-centred automation and defines three main
segments, namely: Foundation, Specification, and Evaluation. Only two terms of the Specification segment,
namely requirements, and claims, are explicitly described in Section 3.3 Specification of Requirements and
Claims. The requirements, and claims have been formulated according to the research question. Various
terms of the Foundation and Evaluation segment are implicitly described throughout this thesis. The fact
they are not made explicit according to the sCE-method is due to the fact that the activity recognition system
is primarily self-contained with only a partial integration within the TRADR project. This makes it difficult
to employ already gained design knowledge. Lara and Labrador (2013) defined several technological
design principles related to the development of a human activity recognition system. While, all individual
principles have been briefly discussed the following are important for human activity recognition in the
context of urban search and rescue: selection of attributes, obtrusiveness, data collection protocol, and
flexibility.
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3. Model

The following chapter provides a conceptual overview of the activity recognition system, while the next
chapter (Chapter 4 Architecture) discusses the design and implementation details of the activity recognition
system.

The activity recognition system (as seen in Figure 3.1) consists of two layers: a sensing layer, and
an activity recognition layer. The sensing layer perceives and transforms the behaviour of humans in a
human-robot rescue team into a suitable format for the activity recognition layer. Humans in a human-robot
rescue team express a variety of different types of behaviour. Three particular types of behaviour are used
by the activity recognition system, namely: physical motion, communication, and interface actions. The
motivation for the choice of these behaviours is the relevance and feasibility in urban search and rescue
missions, which is explained in more detail in the sensing section. Other types of behaviours are able to
provide useful information as well, such as object usage behaviour (e.g., Patterson et al. (2005)), or gaze
behaviour (e.g., Courtemanche et al. (2011)). Object usage behaviour describes the usage of particular
objects, for example, turning a flash light on or off, using a fire extinguisher, or using breathing equipment.
However, this means all relevant objects need additional sensors in order to perceive the interaction usage.
Also, while this information could be useful for inferring activities of in-field rescuers, this research
focusses on team leaders and robot operators. Gaze behaviour refers to conscious and unconscious eye
and head movements, for example, looking at objects, or structures (e.g., walls, or roofs). Due to the fact
other partners are already performing research on gaze behaviour, and because gaze behaviour is primarily
useful for in-field rescuers, gaze behaviour is outside the scope of this project.

The activity recognition layer uses three types of human behaviour perceived by the sensing layer to
infer activities. Besides human behaviour the activity recognition layer also uses one source of information,
namely team composition. Many other sources of information could potentially be exploited, for example:
spatial information, guidelines for particular events, structural information, cadastral maps, etc. However,
while other sources of information could offer a lot of information, this research tries to infer activities
from human behaviour alone. Also, the size of this project limits the amount of sources of information
which can be taken into account.

The chapter is organized as followed:

• Section 3.1 Sensing provides an overview of the sensing layer, including the sensing components:
physical, communication, and interface actions.

• Section 3.2 Activity Recognition provides an overview of the way activities are inferred from the
perceived behaviour.

• Section 3.3 Specification of Requirements and Claims provides a specification of the requirements,
and claims of the activity recognition system according to the sCE-method.

3.1. Sensing
The sensing layer perceives and transforms the behaviour of humans in a human-robot rescue team into a
suitable format for the activity recognition layer. Three types of behaviour are perceived, namely: physical
motion, communication, and interface actions. The sensing layer is composed of different components
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Figure 3.1.: Conceptual overview of the activity recognition system

which are individually responsible for perceiving a particular type of behaviour. Each component uses
different sensors to perceive behaviour and generates behaviour specific events. All behaviours, the
corresponding component in the sensing layer, and the generated events are discussed in more detail in the
following sections.

3.1.1. Physical Motion

An important aspect of the activities of rescue workers are physical actions. Rescue workers are constantly
moving from one place to another, lifting objects, crouching to enter voids or cross rubble piles (e.g., Burke,
Murphy, et al. (2004)). Lara and Labrador (2013) distinguishes different groups of physical actions,
including ambulation, fitness, and military. The ambulation group contains actions related to moving
from one place to another, such as walking, running, ascending and descending stairs, but also sitting,
and standing still. The fitness group contains actions related to fitness exercises, such as lifting weights,
spinning, and doing push-ups. The military group contains actions usually performed by military personnel,
such as crawling, and kneeling. While a typical rescue worker performs physical actions from all groups,
this research emphasizes on activity recognition of humans within the role of team leader and robot
operator. This means that only a subset of all physical actions is used, namely: sitting, walking, and
standing still. However, even this subset of physical activities provides useful information. For example,
when the robot operator is walking for a particular period of time, and then stands still this could indicate
the robot operator is taking a break. It is important to note that a human is always performing one physical
action at all times. This means it is not possible for a human to perform multiple different physical actions
at the same time, or not perform any physical action at any point in time.

The physical sensing component in the sensing layer perceives the physical motion of the rescue
workers and stores physical events in the semantic database. Since we are only interested in three physical
actions, only three possible physical sensing events can be created, namely: WalkingPhysicalEvent,
StandingStillPhysicalEvent, and SittingPhysicalEvent. Each event occurs at a certain
instant in time and is performed by a single rescue worker.
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3.1.2. Communication

In human-robot rescue teams communication is the exchange of information between agents (both humans
and robots) via a variety of channels. Communication encompasses different aspects, such semantic
information, context (e.g., who, and when), and representation (e.g., auditory, or visual). Examples
of communication include conversations between rescue workers, the transmission of camera images
from a robot to a robot operator, or the representation of obstacles on a map. Communication is an
important instrument to promote effective collaboration between team members in a human-robot rescue
team (Casper and Murphy 2003), but too diverse and complex in order to take all aspects into account.
Therefore, we limit ourselves to the conversational interaction between humans. In human-robot rescue
teams communication occurs face-to-face, and via two-way radio communication (e.g., walkie-talkies).
Face-to-face communication is preferred, since it is easier to use and more reliable in most cases, which is
especially the case for communication between in-field rescuers. However, in face-to-face communication
it is difficult to automatically extract information. When team members are spatially dispersed (e.g.,
between in-field rescuers and team leaders) the use of two-way radio communication becomes mandatory.
While natural language processing could process the contents of two-way radio communication, the quality
suffers due to noisy environments. Therefore, only meta information, i.e. from who, to whom, start time,
and end time, is captured from two-way radio communication.

The communication sensing component perceives when rescue workers start and stop talking. The
following communication events are generated: StartedTalkingCommunicationEvent, and
StoppedTalkingCommunicationEvent. Both events include at what instant in time they took
place, the sending person, and the receiving person.

3.1.3. Interface Actions1

Both the physical motion and communication are apparent in current rescue workers activities. The use of
software tools to exchange information between rescue workers (TDS), and to control the robots (OCU) is
part of the technology of the TRADR project (as described in Section 2.1.2 Project: TRADR). The TDS
potentially provides useful information about team, or organizational aspects. However, due to the lack of
functionality in the current implementation of the TDS the decision was made to only take the interface
actions of the OCU into account. Furthermore, the interface actions are limited to the interactions of the
robot operator controlling the UGV with the OCU. This means only interface actions of a UGV robot
operator are considered, and none for other robot operators, team leaders, or in-field rescuers.

The interface actions sensing component perceives the following events: DrivingInterface-
Event, TurningInterfaceEvent, MovingFlippersInterfaceEvent, MovingCamera-
InterfaceEvent, and ZoomingCameraInterfaceEvent. Each interface action occurs at a
certain instant in time and is performed by a single rescue worker. Even though the OCU contains
additional interface actions (e.g., ‘taking a snapshot’), the ones listed above are essential in order to control
the robot.

3.2. Activity Recognition

The activity recognition layer transforms the events perceived by the sensing layer into actions, and infers
activities of those actions. The activity recognition layer consists of a semantic database, and three
processes, namely updating, reasoning, and extracting. The semantic database provides persistence by
maintaining all current and past actions and activities. The data in the database is structured according
to an ontology, which provides a representation of concepts related to activities in human-robot rescue

1A better name would have been ‘interface interactions’, to reduce confusion with actions.
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teams. Based on the ontology and a rule-like formalism activities are inferred from the data in the semantic
database.

In order to illustrate the activity recognition process an example is provided. The sensing layer perceives
physical, and interface actions from a robot operator. The robot operator is sitting, and actively using the
camera of the robot, while the robot itself remains stationary. From the perceived behaviour the activity
recognition system infers that the robot operator is searching for something.

3.2.1. Semantic Database

The semantic database provides storage and reasoning functionality in the activity recognition system.
Since all past and current activities are stored in the database, persistence during and across missions is
provided. The data is structured according to an ontology, which provides a representation of concepts
and relationships related to activities of humans in a human-robot rescue team. The ontology used by
the activity recognition system consists of information about the structure of a human-robot rescue team,
and three other parts related to events, actions, and activities. The temporal information is provided by a
temporal ontology (O’Connor and Das 2011), which allows to represent temporal information in a concise
manner. The complete ontology used by TRADR encompasses many more concepts, related to spatial
information, and task-based information.

In Figure 3.2 an overview is provided of three parts of the ontology. The different entities are categorized
by color, in which red entities indicate a type, green entities indicate a class, and blue entities indicate an
instance. An solid arrow indicates a relation between two entities, and an dashed arrow indicates a optional
relationship. The Event ontology (see Figure 3.2a) represents events based on perceived behaviour by the
sensing layer. Each event is performed by one or two humans at a particular instant in time. The Action
ontology (see Figure 3.2b) represents a group of events, performed by one or two humans at a particular
period in time. The Activity ontology (see Figure 3.2c) represents a combination of actions, performed
by one or two humans at a particular period in time. The temporal ontology allows to represent instants,
and periods directly in an ontology using a number of classes and properties (as described by O’Connor
and Das (2011)). However, due to the inability of the semantic database to reason directly with the
temporal information, and the increased representational complexity, another approach was used. All
necessary temporal information is represented using three properties, namely: temporal:hasTime,
temporal:hasStartTime, and temporal:hasFinishTime.

3.2.2. Processes

The activity recognition layer consists of three processes, namely updating, reasoning, and extracting,
described in the following sections.

Updating

The updating2 process is responsible for transforming events into actions. Events occur at an instant in
time which is problematic for the reasoning process, since the reasoning process infers activities based
on periods in time. While some actions inherently occur at an instant in time (e.g., TakenSnapshot3), the

2The name ‘updating’ refers to the previous implementation of the process prior to the integration within the TRADR project. In
the previous process the sensing layer stored actions directly in the semantic database which meant that the finish time had to be
updated with the current to provide real-time activity recognition. Also, updating referred to updating the ontology with the latest
information as well. After the integration it became apparent an event-like sensing system seemed more sensible and practical.
Due to the current implementation the finish time is no longer updated explicitly, but implicitly in the way the updating process
handles events.

24



performedWith

Human

dateTime

hasTime

Event

performedBy

Role

hasRole

(a) Event ontology

performedWith

Human

dateTime dateTime

hasStartTime

Action

performedBy

Role

hasRole

hasFinishTime

(b) Action ontology

performedWith

Human

dateTime dateTime

hasStartTime

Activity

performedBy

Role

hasRole

hasFinishTime

(c) Activity ontology

Figure 3.2.: Event, Action, and Activity ontologies

(a) Event class hierarchy (b) Action class hierarchy (c) Activity class hierarchy

Figure 3.3.: Class hierarchies for the Event, Action, and Action ontology

current reasoning process only considers actions with a period in time. The basic idea of updating is to
group similar events together, but the actual grouping depends on the type of events based on the individual
sensing components. Therefore, the grouping will be discussed based on the type of events.

Physical The grouping of physical events is based on the type, the person who performs the event, and
the temporal adjacency to other physical events. The type and the person who performs the event have to
be identical, and the temporal window in which two events occur is 5 seconds. The 5 second temporal
window is used, because with a frequency of ∼1Hz for physical events it compensates for some latency
issues. Figure 3.4 shows an example of how the grouping of physical events into physical actions occur for
a single human. The grouping process for physical events has several unresolved issues:

• Faulty events: It is unclear how to handle faulty events. For example, if the stream of physical
events contains multiple sitting events, then a single walking event, and then multiple sitting events

3The TakenSnapshot event refers to the process in which a robot operator uses the camera of the robot to take a snapshot, which can
then be shared with other team members within the TRADR system. In the current activity recognition system the event is not
handled, but shown here as an example of a type of event which is unnecessary to transform into an action.
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again. It is likely the walking event was misinterpreted by the physical sensing component. A
possible solution is to collect multiple physical events and take the most occurring physical event (a
similar approach is adopted in Riboni and Bettini (2010)).

• No events: It is possible that for a certain period of time (at least not within 5 seconds) no physical
events are available (e.g., due to latency issues). This would lead to a gap between physical events,
which is per definition not possible, since a human is always performing some kind of physical
action4.

Sitting

Dave

Walking Sitting

Figure 3.4.: Example of the updating process for physical events

Communication The grouping of communication events is different from the grouping of other
events. This is due to the fact only two communication events are possible, namely StartedTalking-
CommunicationEvent (i.e., started talking), and StoppedTalkingCommunicationEvent
(i.e., stopped talking). Since the activity recognition process performs reasoning using actions in real-time,
it is necessary for actions to be available as soon as possible. However, if communication events are only
grouped if both a started talking and stopped talking have been received, then there is a gap during which
no reasoning using communication actions can be performed. Therefore, whenever a started talking event
is received a communication action is created of which the period is updated each time the communication
updating component is processed. This happens until the stopped talking event is received.

Interface The grouping interface events is similar to the grouping of physical events. Interface events
of the same type, and performer, which are temporally related should be grouped together into an single
interface action. However, the temporal window in which interface events are grouped together might
be different. For example, when using an interface an agent might perform shorter bursts of interface
actions periodically. This makes it difficult to determine the correct temporal window beforehand. Also,
an additional difficulty is the fact that different types of interface events occur simultaneously.

Reasoning

The reasoning process is responsible for inferring activities. Before the reasoning process starts, the
semantic database is updated by the updating process to ensure the semantic database contains the latest

4Of course a human could perform an unknown physical action, which would be detected as a different physical action, but still
stored in the semantic database.
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Type Actions Description
PhysicalAction Sitting

Walking
StandingStill

CommunicationAction Talking
InterfaceAction Driving Driving the robot in any direction (i.e., left, right, forward,

and backward)
Turning Turning the robot in place (i.e., clockwise, and counter

clockwise)
MovingFlippers Moving the flippers of the robot (i.e., up and down)
ZoomingCamera Zooming the camera mounted on top of the robot
MovingCamera Moving the camera mounted on top of the robot (using

pan and tilt)

Table 3.1.: Overview of all actions categorized by type

information. At the moment the reasoning process infers activities using only actions, but the reasoning
process could of course use any type of information from the semantic database. Inferring is the process of
deriving conclusions based on premises. The premises are based on a rule-like formalism. The rule-like
formalism describes the mapping from actions to activities. For each type of activity one or multiple rules
are defined. The inferred activities are stored in the semantic database. It is possible that multiple rules fire
simultaneously, of which all results are stored in the semantic database.

The mapping from actions to activities is based on temporal relations between actions, temporal
information about actions, and role-based information. The temporal relations are based on Allen’s
interval-based operators (Allen 1983). With the temporal operators it is possible to describe dependencies
between instants and periods. While a multitude of temporal operators are defined, only the following are
used: temporal:before, and temporal:during. The temporal information describes the duration of actions,
namely: temporal:duration, temporal:durationGreaterThan, and temporal:durationLessThan. With the
temporal information it is possible to ensure an action takes at least or at most a fixed amount of time.
Also, it is possible to ensure that one actions takes shorter or longer than another action. The role-based
information describes the particular role an agent has at any time. At the moment three roles are defined:
TeamLeader, RobotOperator, and InFieldRescuer. Using the role-based information it is possible to ensure
that agents of particular types are interacting with each other.

In the following paragraphs an overview is given of all activities and the related rules currently being
fired by the activity recognition process. Each activity is defined conceptually, while each rule provides
a specific realization of the activity. All rules are represented using a diagram in which all actions are
coloured by type: green for physical actions, red for communication actions, and blue for interface actions.
If the role of a human is displayed as well, then it is used by the rule as role information. Temporal relations
between actions are displayed in a dashed block connecting two actions. Also, temporal information
applicable to an action are displayed in brackets in the action. While at Section 3.1 Sensing all actions
have already been mentioned, Table 3.1 provides a complete overview of all actions categorized by type.

Activities The activities recognized by the reasoning process provided a balanced set between not only
the various behaviours, but also between individual, and team activities.

The activities instructing, informing, and discussing relate to the hierarchical structure commonly found
in fire departments. Within the structure a command hierarchy is established in which humans of higher
rank provide instructions to other humans lower in rank. In response humans of lower rank inform other
humans higher up in the rank. This mechanism ensures a strict information flow ensuring everyone has the
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necessary information to perform their tasks (for a complete overview of different command hierarchies
during emergency management see Waugh and Streib (2006)). The hierarchical structure of the envisioned
human-robot team is flat, and the activities may appear somewhat arbitrary. However, in the long-term
a human-robot team becomes part of a much larger hierarchy in which information flow becomes more
apparent.

The activities avoiding obstacle, looking around, and searching belong to the basic set of activities of a
robot operator of an UGV in order to perform their tasks. All these activities are on an individual level in
which physical, and interface actions are combined using temporal relations.

Instructing The activity instructing5 is defined as the exchange of information by a human within the
role of team leader and another human. The activity is realized by the rule as seen in Figure 3.5, when a
human in the role of team leader talks to a human in the role of robot operator or in-field rescuer, and that
human responds briefly within a given time.

Sitting

Dave

Bob

(robot operator)

(team leader)
Talking

Talking

≤ 5s

Figure 3.5.: Activity instructing

Informing The activity informing is the exchange of information by a human with another human in the
role of team leader. The activity is realized by the rule as seen in Figure 3.6, when a human in the role of
robot operator or in-field rescuer talks to a human in the role team leader, and that human responds briefly
within a given time.

5The activity instructing is actually realized by two rules. One rule relates to the case in which a human within the role of team
leader talks (i.e., the request) to another human who talks back (i.e., the response), as seen in Figure 3.5. The other rule only has a
request. Many rules were based on observations during the T-JEx 2014 in Italy of which the end-users consisted of professionals
fire fighters from the Prato fire brigade. The fire fighters employed strict communication protocols which demonstrate a clear
request-response style of communication. However, based on observations during the T-JEx 2015 in Dortmund, it became
apparent that the fire fighters from the Dortmund fire brigade were more flexible in the communication protocols. This meant that
in most cases no response was provided by either the team leader, or the robot operator. Therefore, the rule with only a request
was applied to provide a more accurate recognition of activities. The reason behind the difference in communication protocols is
unclear. It might be culturally related, or due to the different set-up in scenario. A similar case holds for the activity informing.
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Sitting

Dave

Bob

(robot operator)

(team leader)
Talking

Talking

≤ 5s

Figure 3.6.: Activity informing

Discussing The activity discussing is defined as two humans who are talking back and forth. The
activity is realized by the rule as seen in Figure 3.7, when two humans are alternatively talking to each
other with a with a brief period in between.

Sitting
Dave

Bob Talking Talking

Talking Talking

≤ 5s ≤ 5s ≤ 5s

Figure 3.7.: Activity discussing

Avoiding Obstacle The activity avoiding obstacle is defined as a robot operator driving a robot around or
over an obstacle. The activity is realized by two rules as seen in Figure 3.8. All rules are a combination of
the interface actions driving, and moving flippers, occurring in a particular order with temporal constraints,
or simultaneously.
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Sitting

Dave
(robot operator)

MovingFlippers MovingFlippersDriving≤ 10s ≤ 10s

Sitting

Dave
(robot operator)

MovingFlippers

Driving

Figure 3.8.: Activity avoiding obstacle

Looking Around The activity looking around is defined as a robot operator who uses the robot to look
around the location. A robot operator spends a large amount of time building situation awareness. This
means the robot operator is busy finding out what is going on around the robot. Examples of difficulties for
the robot operator include finding out where the robot is in relation to the environment, and determining
whether obstacles are passable. Reasons for spending a large amount of time on figuring out what is going
on around the robot include: a different point of view (e.g., closer to the ground, difficult to estimate
distances), and obscured vision (e.g., bad lighting).

The activity is realized by three rules as seen in Figure 3.9. All rules are a combination of the interface
actions driving, and turning, occurring in a particular order with temporal constraints.
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Dave
(robot operator)

Driving Turning (> 6s) Driving15s – 30s 15s – 30s

Sitting

Dave
(robot operator)

Driving Turning (> 6s)15s – 30s

Sitting

Dave
(robot operator)

DrivingTurning (> 6s) 15s – 30s

Figure 3.9.: Activity looking around

Searching The activity searching is defined as a robot operator who uses the camera of the robot to
look for a specific point of interest (e.g., object, or void). The activity is realized by three rules a seen in
Figure 3.10. All rules are a combination of the interface actions moving camera, and zooming camera,
occurring in a particular order with temporal constraints.
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Dave
(robot operator)

MovingCamera ZoomingCamera MovingCamera≤ 10s ≤ 10s

Sitting

Dave
(robot operator)

MovingCamera ZoomingCamera≤ 10s

Sitting

Dave
(robot operator)

ZoomingCamera MovingCamera≤ 10s

Figure 3.10.: Activity searching

Extracting

The extracting process extracts information about the perceived actions and recognized activities such
that it can be displayed on an interface. A collection containing all actions and activities for all humans
is provided by the extracting process. An example of an interface is provided in Chapter 5 Evaluation
Figure 5.2b.

3.3. Specification of Requirements and Claims

Based on the situated Cognitive Engineering (sCE) method as described in Section 2.3.2 Situated Cognitive
Engineering Method various requirements, and claims for the activity recognition system have been
defined. The requirements describe the proposed functionality the system provides to the user, and the
claims describe the relationship between the requirements and the hypotheses of the evaluations. Since the
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activity recognition system is engaged in explorative research the requirements, and claims only indicate
expected results, and are not backed by hypothesis. Therefore, no formal criteria are provided in order to
evaluate the requirements, and claims.

3.3.1. Requirements
Technical Requirement 1 (TR1) The activity recognition system should monitor behaviour (i.e.,
physical, communication, and interface actions) of human team members and infer individual and team
activities.

Functional Requirement 1 (FR1) The team leader should be able to view activities of all team
members.

Functional Requirement 2 (FR2) The activity recognition system should monitor the behaviour in
a non-obtrusive manner.

3.3.2. Claims
Claim 1 (CL1) By showing the activities of all team members to the team leader, the awareness of the
team leader will increase.

Claim Description
Pros + situation awareness Since the team leader is better aware of what all team

members are doing, the situation awareness of the team
leader increases.

Cons + cognitive task load Since the team leader has to process additional informa-
tion, the cognitive load of the team leader increases.

- privacy Since the team leader is able to view activities of all team
members, the privacy of the team members is reduced.

Claim 2 (CL2) The efficiency of the cooperation between team members is increased, because the team
leader is more aware of the activities of the team members.
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Claim Description
Pros + efficiency Since the team leader is better aware of what all team

members are doing, the efficiency of the cooperate is
increased, due to the team leader being able to provide
better instructions.

- amount of communication Since the team leader is better aware of what all team mem-
bers are doing, the amount of communication necessary
for cooperation is reduced.

Cons - trust in team members Since the team leader is better aware of what the team
members are doing, less trust has to be placed in the team
members which could negatively influence the cooperation
within the team.

- privacy Since the team leader is better aware of what the team
members are doing, the privacy of the team members is
reduced.
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4. Architecture
The following chapter provides an overview of the architecture of the activity recognition system. Most
design and technical considerations regarding the activity recognition system will be thoroughly discussed.
Since the layers and components in the architecture are identical to those in the model, a similar structure
is used to discuss the parts:

• Section 4.1 Sensing provides a description of the methods used to perceive human behaviour.

• Section 4.2 Activity Recognition provides an overview of the implementation of the activity recog-
nition.

• Section 4.3 TRADR Architecture provides an overview of how the activity recognition system is
integrated within the TRADR architecture.

4.1. Sensing
The sensing layer perceives human behaviour and transforms the behaviour into events which are stored
in the semantic database. Even though the intention was to integrate all sensing components, only the
physical motion sensing component has been fully integrated within the activity recognition system. The
communication and interface sensing components depended on information from the TRADR system,
which was not readily available. Therefore, due to time constraints, no integration of the communication
and interface sensing components between the activity recognition system and the TRADR system
was made. In order to completely understand the technical aspects and design considerations of the
sensing components, it is useful to understand the architecture of the TARDR system as discussed in
Section 4.3 TRADR Architecture.

4.1.1. Physical Motion
In Section 2.2 Activity Recognition several articles related to recognizing physical activities (e.g. Bao and
Intille (2004); Ravi et al. (2009)) are discussed. Many articles describe similar sensors (e.g., accelerometers,
and gyroscopes) and approaches to get from sensor data to recognizing activities. Based on a variety of
requirements, such as the real-time aspect, accessible hardware, exchange of data, technical skills, we opted
for the use of smart phones. Since the implementation and integration of the physical sensing component
was only a small part of the project many design decisions were based on the methods discussed in Shoaib
et al. (2015).

To perceive physical motion a single tri-axial accelerometer from a Samsung Galaxy SIII (Samsung
2012) smart phone was used. The smart phone was attached in an upright position, with the screen facing
away from the human, attached to the pelvic area of a human. An Android application running on the
smart phone acquires data from the accelerometer at a frequency of ∼20Hz. As shown in Figure 4.1 the
smart phone publishes messages with the accelerometer data on the topic /accelerometer/agent
in which agent refers to the particular human carrying the smart phone. The node physical modeller
(written in Python) collects a fixed number of messages of which six features are extracted, namely the
mean and standard deviation for each axis (i.e., x, y, and z). A linear support vector machine classifies
the features into one of three classes, namely: sitting, walking, and standing still, which correspond with
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the events SittingPhysicalEvent, WalkingPhysicalEvent, and StandingStillPhysicalEvent respectively. The
fixed number of messages is 20 which corresponds with ∼1 second of data. The number was based on the
literature discussed in Shoaib et al. (2015) and on a limited number of tests balancing the accuracy of the
classifier and the real-time constraint. Events are stored using the SPARQLWrapper (Herman, Fernández,
and Tejo 2015) library for accessing the semantic database via the HTTP interface.

For example, if the operator of the robot UGV1 is currently sitting, the following triplets are stored in
the semantic database (disregarding the unique identifier of the individual SittingPhysicalEvent):
〈 SittingPhysicalEvent :performedBy UGV1 〉
〈 SittingPhysicalEvent temporal:hasTime "2015-02-04T14:12:53" 〉

4.1.2. Communication

As discussed in Section 3.1.2 communication is the exchange of information between two rescue workers
via two-way radio. However, within the TRADR project communication occurs via the voice over IP
(VoIP) client-server application Mumble (Natvig 2015). The application allows for an easier integration of
communication and related functionality (e.g., natural language processing) within the TRADR system. In
order for the sensing component to be aware of communication between rescue worker, the component
needs to be coupled with the Mumble server via any of the application programming interfaces.

Since the communication sensing process is not integrated within the TRADR system, only a small
example is provided. Considering the following situation in which the team leader talks with the operator
of robot UGV1 for a period of 6 seconds. Initially the following triplets are stored in the semantic database
(again disregarding the unique identifier):
〈 StartedTalkingEvent :performedBy TL 〉
〈 StartedTalkingEvent :performedWith UGV1 〉
〈 StartedTalkingEvent temporal:hasTime "2015-02-04T14:12:31" 〉
And 6 seconds later the following triplets are stored in the semantic database:
〈 StoppedTalkingEvent :performedBy TL 〉
〈 StoppedTalkingEvent :performedWith UGV1 〉
〈 StartedTalkingEvent temporal:hasTime "2015-02-04T14:12:37" 〉

4.1.3. Interface Actions

Similarly as with the communication sensing component, the interface actions sensing component is also
not integrated within the TRADR system. Therefore, only an overview of the necessary interface events is
provided. For example, if the robot operator is driving the robot in any direction, then whenever a driving
event is send to the robot, the following triplets are stored in the semantic database (again disregarding the
unique identifier):
〈 DrivingInterfaceEvent :performedBy UGV1 〉
〈 DrivingInterfaceEvent temporal:hasTime "2015-02-04T14:13:21" 〉
In the current situation a robot operator controls only a single robot, but it is possible that in the future a
single robot operator controls multiple robots. This means additional properties have to be added.

4.2. Activity Recognition

In the following an overview of the activity recognition layer regarding implementation details and design
decisions is provided. The activity recognition layer consists of the same components as discussed in
Section 3.2 Activity Recognition, and therefore the components are discussed in same order.
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4.2.1. Semantic Database

In the activity recognition system the semantic database provides storage and reasoning functionality.
While several good candidates as a semantic database exist (e.g., AllegroGraph (Franz Inc. 2015), and
Virtuoso Universal Server (Semantic Web Company 2015)), based on discussions with other partners of
the TRADR project, the semantic database Stardog (Clark & Parsia 2014) was selected. Stardog provides
suitable licenses, reasoning support for OWL2 and user-defined rules, and is extensible in various ways.
While Stardog supports access via many different protocols (e.g., HTTP, or SNARL) including a built-in
web interface, programmatic access via the Java API was preferred, due to the stability and additional
functionality. In Stardog databases are composed of two different parts: the schema (i.e. Terminological
Box (TBox)), and the data (i.e. Assertional Box (ABox)). Using the ontology editor Protégé Desktop 5.0
beta (Stanford Center for Biomedical Informatics Research 2014) an ontology (based on the ontologies
in Figure 3.2) was created and imported into Stardog. While an ontology is able to contain both a
schema and data part, the decision was made to keep only the schema part and have all the data inserted
programmatically into the semantic database. This means the ontology only consists of classes, and object
and datatype properties. The storage and retrieval of triplets was performed using queries written in
SPARQL.

4.2.2. Processes

The activity recognition layer consists of three processes, namely updating, reasoning, and extracting. The
updating and reasoning process are coupled and are run in sequence every 10 seconds. The extracting
process is run dependently from the other processes every 30 seconds.

Updating

Since the updating process is specific for each sensing component, and only the physical sensing component
has been fully integrated, the following section only discusses the physical updating component. However,
many ideas from the physical updating component can be easily translated into other updating components.

Physical Updating Component The current implementation of the physical updating component is
straightforward and not optimized for computational complexity 1. Nonetheless, the physical updating
component runs in a real-time manner.

The physical updating component algorithm is shown in pseudo code in Algorithm 1. The algorithm
selects all physical events for all agents ordered by the performer, and time. All physical events are
processed and grouped together based on the type, performer, and whether the current group and a new
event are temporally related (as shown on line 14 and 15). When this is not the case, one of the following
things has occurred:

• Different type: For example action.type = PhysicalWalkingEvent and type = SittingPhysicalEvent.

• Different performer: For example action.performedBy = Bob and performedBy = Dave.

• Temporally unrelated: For example action.finishTime = 2015-05-21T12:22:40 and time = 2015-
05-21T12:22:47, yielding a duration of 7 seconds.

Whatever case has occurred, it means a physical action is ‘finished’ and is added into the semantic
database. Adding an action to the semantic event is based on the identifier of the event. For example,

1One of the main improvements to the physical updating component is to keep track of the latest physical action per performer,
which is sufficient since each performer is only performing a single physical action at any given time. However, this information
has to be updated, and persist between multiple instances of the activity recognition system.
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assume we have the event WalkingPhysicalEvent 067e6162. The identifier2 067e6162 is reused for the
physical action WalkingPhysicalAction 067e6162. Due to the way Stardog handles identical individuals,
inserting an identical individual simply overwrites the values.

Algorithm 1 Physical updating algorithm

1: results← query semantic database for physical events
2: action← {}
3: while result← results do
4: event← result[′event′]
5: type← result[′type′]
6: performedBy ← result[′performedBy′]
7: time← result[′time′]
8: if action = {} then
9: . Assign result values to action with startTime/finishTime = time.

10: else if action.type = type and action.performedBy = performedBy and
11: duration(action.finishT ime, time) ≤ 5s then
12: action.finishT ime← time
13: else
14: . Add action to semantic database based on the identifier of the event.
15: . Assign result values to action with startTime/finishTime = time.
16: end if
17: end while
18: if action 6= {} then
19: . Add action to semantic database based on the identifier of the event.
20: end if

Reasoning

The reasoning process is responsible for inferring activities from actions. The logical formalism as
described in Section 3.2.2 Reasoning uses rules to map actions onto activities using temporal relations,
temporal information, and role-like information. The rules are defined using SPARQL 1.1 (W3C 2013)3.
SPARQL is an acronym for SPARQL Protocol and RDF Query Language and is semantic query language
for database. The syntax is similar to SQL-like query languages, but adapted for accessing semantic
data. All rules are based on the CONSTRUCT-statement with which it is possible to create new triplets
in a query (a similar approach was used by Meditskos et al. (2013)). However, the triplets have to be
explicitly created (known as materialization) in the semantic database, since the triplets are only part
of the results of the query. Materialization has several issues of which one is problematic in this case,
namely: preventing redundancy. The reasoner has to prevent creating the same activity multiple times.
The solution is similar to the one discussed in Paragraph 4.2.2 Physical Updating Component, namely:
reusing the unique identifiers of the actions. The exact strategy depends on the rule, since some rules have
a lot of actions (in which it is possible to use a combination of identifiers of actions), and others only have
few actions (in which only the identifier of a single action is used). And, due to way Stardog handles
individuals with identical identifiers no unnecessary activities are created. Stardog provides reasoning
capabilities which is used by the activity recognition layer in order to infer activities. However, many of
the temporal relations are by default not supported by the reasoner. Stardog does provide an application

2For readability the identifier has been shortened, but in the actual implementation a type 4 UUID (Wikipedia 2015) is used.
3Initially another approach was opted for, which is described in Appendix B Semantic Web Rule Language (SWRL).
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programming interface4 with which custom functions have been implemented. All implementations of
the rules of the reasoning process can be found in Appendix A.

It is important to note that while all diagrams of the activities in Section 3.2.2 Reasoning show a
physical action, this has not been implemented in rules. This is due to two reasons, namely: the increased
computational complexity hampers performance, and it was ensured that all the physical actions were
satisfied. All physical actions of the rules apply to the robot operator who was sitting at all times during
the evaluation.

Extracting

In the current implementation the extracting process simply extracts all actions and activities per agent
(as seen in Chapter 5 Evaluation Figure 5.2b). The process could be more efficient by only retrieving
actions and activities which are newer than the last time the process ran, but in the current implementation
extracting all is easier (and computationally efficient).

/accelerometer/agent
geometry_msgs/AccelStamped.msg

Agent

physical_modeller

Activity recognition

Semantic database

Figure 4.1.: Integration of activity recognition system within the TRADR architecture

4.3. TRADR Architecture
The activity recognition system is integrated within the TRADR system. Due to technical and time con-
straints, only the physical sensing component is completely integrated. However, the activity recognition
system provides the foundation for the communication and interface actions sensing components, and
possibly other as well.

The decision behind integrating the activity recognition system within the TRADR system is not only
conceptual, but also practical. The TRADR system uses the Robot Operating System (ROS) (Open Source
Robotics Foundation 2015) as a framework in the development. ROS not only provides drivers, state-of-the-
art algorithms, and developers tools to control a multitude of robots, but also functions as an architecture
with which other tools can be integrated. The architecture allows so called nodes (i.e., computational
processes) to exchange information through messages via a Blackboard architecture5. Figure 4.1 shows an
overview of the way the physical sensing component of the sensing layer, and the activity recognition layer

4Documentation on how to implement custom function is found at https://github.com/complexible/
stardog-examples/tree/master/examples/function.
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are integrated within the TRADR system. The ‘signal’ icon denotes messages containing accelerometer
data being published for a particular agent to the topic /accelerometer/agent. The node physi-
cal modeller listens to the topic, collects a fixed number of messages and classifies the accelerometer data
into an event of the ontological type PhysicalEvent (see Figure 3.3a). The physical event is stored in the
semantic database with which the activity recognition process is able to infer activities. In contrast with
Figure 3.1 the semantic database and the activity recognition process are separated, since in the actual
TRADR system the semantic database is used by a variety of different processes. While there are plans to
integrate communication within the TRADR system, at the moment communication takes place outside
the system via Mumble. Robot operators are able to control robots via interface interactions with the OCU.
This means robot control messages are published via the TRADR system making them in theory available
for the activity recognition system. However, the robot control messages would have to be translated into
interface actions events which would have been too time consuming. Also, the TDS is currently being
completely rewritten from scratch, since it was difficult to integrated the old TDS into the TRADR system.
Since the new TDS will be completely integrated within the TRADR system it will be possible to process
the interface interactions of the TDS with the activity recognition system.

5For a detailed explanation see https://en.wikipedia.org/wiki/Blackboard_system.
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5. Evaluation

The following chapter provides an overview of the way the activity recognition system was evaluated:

• Section 5.1 Setting provides an overview of the setting in which the evaluation took place.

• Section 5.2 Activity Recognition System provides an overview of how the activity recognition
system specifically was evaluated.

5.1. Setting

The activity recognition system was evaluated during the TRADR Joint Exercise 2015 in Dortmund
(hereafter called T-JEx). T-JEx is an opportunity for all partners to meet up for week during which
individual systems are integrated into the TRADR system, ideas are discussed, and various evaluations
are performed. All the work was performed on site at an old blast furnace in Dortmund (see Figure 5.1
for an impression). The location provides an high-fidelity environment mimicking real urban search and
rescue situations as closely as possible. The Fire Department of the city of Dortmund (FDDo) also uses
the location to conduct training exercises.

During T-JEx two slots were reserved for a complete system evaluation with actual end-users. At both
evaluations the same scenario consisting of two sorties was held in which the end-users were assigned to
the roles of team leader, and robot operators. Between the sorties a break was included during which the
roles of the end-users were switched. After both sorties a briefing was held between all team members in
order to exchange information.

5.1.1. Participants

During both evaluations a total of 6 participants were available. All participants were male, and professional
fire fighters of the Fire Department of the city of Dortmund (FDDO).

5.1.2. Materials and Setup

Before the evaluation participants in the role of team leader and robot operator of UGV 1 were asked to
place a smart phone (Samsung Galaxy SIII) in the chest pocket of their jacket. Each smart phone ran an
application (see Figure 5.3a) to transmit the accelerometer data via the TRADR system to the activity
recognition system. Also, each participant was equipped with a head set in order to communicate with
other team members. Participants in the role of team leader had access to a tablet containing the TDS.
Participants in the role of robot operator of a UGV were placed at a desk in front of multiple laptops
containing the OCU and TDS.

5.1.3. Scenario

During the end-user evaluations a location-specific scenario was created conform the present use cases
of the TRADR project. The scenario provides a test bed for partners to gather data, and evaluate the
system. In the following sections a brief overview is provided of the scenario (see Appendix C Evaluation
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(a) Overview of site (b) Entrance to scenario

(c) Robot descending stairs (d) Robots at furnace

(e) Robot operator driving robot (f) Team leader communicating via headset

Figure 5.1.: Impression of the location in Dortmund during the TRADR Joint-Exercise 2015
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Scenario for a complete overview), but it is important to note that the actual scenario is less important for
the evaluation of the activity recognition system. It is preferable that all activities, which are recognized by
the activity recognition system, are performed multiple times during the scenario. However, the evaluation
of the activity recognition system should not impose any restrictions in the way the end-users behave.
End-users should be able to perform the scenario the way they see fit, and the activity recognition systems
tries to recognize activities based on their behaviour.

The scenario consists of two sorties. The objectives of the first sortie are to search several locations for
victims, and potential hazards (e.g., fire) using the UGV’s and UGV’s. After the first sortie all victims
have been rescued, and the fire is extinguished, but some parts of the building have collapsed obstructing
parts of the scenario. The objectives of the second sortie is to perform a building assessment. Before the
evaluation the end-users were provided with some background information (e.g., a map, and a background
story) regarding the scenario. The background story involved an incident at an industrial complex. Initial
responders have assessed the situation, cleared several areas of the complex, and have set up a base camp.
Other areas (particularly the area around the furnaces) have not been cleared and the status of the areas
is unknown. Those areas that have to be explored for potential victims are hazards (e.g., chemical leaks,
danger of collapse). Also, smoke has been seen at the furnace on the left.

5.2. Activity Recognition System
The activity recognition system was evaluated using an observer. The observer was positioned behind
both robot operators and was tasked to label the behaviour of the end-users. A list of all activities and
descriptions was provided to the observer. The observer only had to label actions and activities of the
end-users in the role of team leader (TL), and in the role of robot operator for UGV 1 (UGV1). This was
due to the fact that during a test run it turned out to be difficult to keep track of the other robot operator as
well, which resulted in missing actions, and activities. An overview of the software tools which were used
to label and monitor the actions and activities is seen in Figure 5.2a.
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(a) Simulator

(b) Viewer

Figure 5.2.: Simulator and viewer tools

(a) Application for transmitting
accelerometer data in real time

(b) Application for gathering
training data to build the model

Figure 5.3.: Smart phone applications
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6. Results

As described in Chapter 5 Evaluation the activity recognition system was evaluated during the T-JEx 2015
in Dortmund. Since the results of the activity recognition system are self-contained, a comparison is
made with two other approaches, namely most common activity, and random activities. Since all of the
results are based on several performance measures a brief overview is presented (for a detailed explanation
see Sokolova and Lapalme (2009)). Assuming a binary prediction problem in which you have labelled
data (ground truth), and a model predicting classes (predictions) it is possible to define a confusion matrix
(see Figure 6.1). Based on the confusion matrix it is possible to define various performance measures:

• Accuracy describes the fraction of correct predictions: TP+TN
TP+FP+FN+TN .

• Balanced accuracy describes the fraction of correct predictions averaged per class: 0.5∗TP
TP+FN +

0.5∗TN
TN+FP .

• Precision describes the fraction of actual positive predictions among all positive predictions:
TP

TP+FP . Intuitively precision describes the certainty about the correctness of the predictions.

• Recall describes the fraction of actual positive predictions among all predictions: TP
TP+FN . Intu-

itively recall the describes the fraction of predictions detected.

Ground truth
True False

Prediction True True Positive (TP) False Positive (FP)
False False Negative (FN) True Negative (TN)

Table 6.1.: Example confusion matrix

In the following chapter an overview is given of the results of the activity recognition system:

• Section 6.1 Sensing provides the results of the physical sensing component.

• Section 6.2 Activity Recognition provides the results of the activity recognition, and the results of
two other approaches.

• Section 6.3 Feedback on Requirements and Claims describes the feedback on the requirements and
claims based on an interview with two end-users.

6.1. Sensing

The model of the physical sensing component was evaluated using the observed physical actions for both
the team leader and the robot operator of UGV 1. Before the evaluation data was gathered for training
the model of the physical sensing component. Data was gathered by three interns using self-annotated
physical actions with a smart phone application (see Figure 5.3b).
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In Table 6.2 an overview of the results for both of humans. For robot operator of UGV 1 the accuracy
is 0.93, with a precision is 1.00, and a recall of 0.93. For the team leader the accuracy is 0.64, with a
precision of 0.94, and a recall of 0.62. The overall accuracy is 0.78, with a precision of 0.98, and a recall
of 0.78.

Observed
Still Walking

Recognized Still 972 0
Walking 77 0

(a) Robot operator of UGV 1

Observed
Still Walking

Recognized Still 552 34
Walking 341 106

(b) Team leader

Table 6.2.: Confusion matrix for the physical actions

6.2. Activity Recognition

During the evaluation actions and activities were observed. The observed actions serve as input for the
activity recognition layer, since not all components of the sensing layer have been integrated. The activity
recognition layer produces recognized activities, which can be compared with the observed activities. The
idea behind the comparison is to determine whether the recognized and observed activities match in the
temporal domain, and in other properties. The other properties include the human which performs the
activity and possibly the human with which the activity is performed. For example, the observer labelled
the activity informing with the following triplets:
〈 Informing :performedBy TL 〉
〈 Informing :performedWith UGV1 〉
〈 Informing temporal:hasStartTime "2015-02-04T14:12:53" 〉
〈 Informing temporal:hasFinishTime "2015-02-04T14:13:07" 〉
In order for the recognized activity to match the properties performedBy and performdWith have to be
the same. While in the general case these properties are important since activities have to be recognized
for all humans; in this case only activities of the team leader and a single robot operator were observed.
Therefore, only the temporal domain is being considered in comparing the activities. By viewing the
activity recognition as a model classifying whether an activity has or has not occurred for a given time
granularity, it is possible to use well-defined performance measures. Example output of the activity
recognition model under the assumption of a multi-class classification problem is given in Table 6.3,
in which for each activity is shown whether it is recognized or not at each point in time. Also, while
multiple activities can occur at the same time, this rarely happens. Therefore, the performance measures
are provided per activity.

The results of the activity recognition are discussed per day due to the substantial differences between
the evaluations. The evaluation on day 1 went according to the scenario, in which both sorties were
performed. However, during sortie 2 the network was not disrupted intentionally (as should have been
according to the requirements). On day 2 only sortie 1 was performed with various intentional network
interruptions based on the requirements. The interruptions had no effect on the data, because the activity
recognition system ran on a separate laptop. Also, it turned out that on day 2 roughly 12 minutes of all the
data (i.e., all actions and all activities for all humans) was missing due to an unknown reason. This means
only data from the beginning and the end of the sortie on day 2 are available.

In Table 6.4 the results of various evaluation measures are provided for day 1 and day 2. Figure 6.1
provides a graphical representation of the observed and recognized activities, and the overlap between
those as a percentage of the total time.
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AvoidingObstacle 0 0 0 0 0 1 . . . 1 1 0 0 0 0 0
Discussing 0 0 0 0 0 0 . . . 0 0 0 0 0 0 0
Informing 0 0 0 0 0 0 . . . 0 1 1 1 1 1 0

Instructing 0 0 1 1 1 1 . . . 0 0 0 0 0 0 0
LookingAround 0 0 0 0 0 0 . . . 0 0 0 0 0 0 0

Searching 0 0 0 0 0 0 . . . 0 0 0 0 0 0 0
time (granularity in seconds)

Table 6.3.: Example output of the activity recognition model under the assumption of a multi-class
classification problem

Activity Accuracy Balanced accuracy Precision Recall
AvoidingObstacle 0.98 0.50 - 0.00
Discussing 0.99 - 0.00 -
Informing 0.94 0.79 0.43 0.62
Instructing 0.95 0.58 0.77 0.17
LookingAround 0.86 0.70 0.27 0.53
Searching 1.00 0.50 - 0.00
Average: 0.95 0.61 0.37 0.26

(a) Day 1
Activity Accuracy Balanced accuracy Precision Recall
AvoidingObstacle 0.99 0.50 0.00 0.00
Discussing 1.00 - 0.00 -
Informing 0.98 0.84 0.59 0.70
Instructing 0.98 0.66 0.36 0.33
LookingAround 0.70 - 0.00 -
Searching 1.00 - 0.00 -
Average: 0.94 0.66 0.15 0.34

(b) Day 2

Table 6.4.: Results for each activity for day 1 and day 2, containing the accuracy, balanced accuracy,
precision, and recall

6.2.1. Comparison

In Section 6.2 Activity Recognition an overview is presented of the results of the activity recognition
system. However, the results are self-contained and difficult to generalize. Therefore, in order to put the
results into perspective a comparison is made with two other approaches.

Most Common Activity

A basic approach is to always recognize the most common activity. Most common can be either defined
as the most frequent activity, or the activity with the longest total duration. For day 1 the most occurring
activity is informing with 36 occurrences (50.00%), and looking around with a total duration of 14.84%
of the total time. For day 2 the most occurring activity is informing with 23 (51.11%) occurrences, and
looking around a total duration of 29.56% of the total time. The results for both approaches are presented
in Table 6.5.
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(a) Activities day 1

(b) Activities day 2

Figure 6.1.: Activities for day 1 and day 2, depicting the percentage observed, inferred, and overlap of the
total time per activity

Random Activities

Another approach to compare the results of the activity recognition system with is with random activities.
Using a naive approach to random, i.e., simply predicting true or false for each activity at each time point,
yields the results as shown in Table 6.6 (averaged over 10 runs).
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Day Accuracy Balanced accuracy Precision Recall
Most occurring Day 1 0.81 0.57 0.51 0.15

(informing) Day 2 0.87 0.58 0.23 0.12
Longest total duration Day 1 0.83 0.59 0.55 0.19

(looking around) Day 2 0.87 0.67 0.32 0.33

Table 6.5.: Results for both approaches as the most common activity

Day Accuracy Balanced accuracy Precision Recall
Day 1 0.50 0.50 0.50 0.04
Day 2 0.50 0.50 0.53 0.06

Table 6.6.: Results for the random activities approach

6.2.2. Summary

The results (see Figure 6.2) show that the balanced accuracy for the activity recognition system outperforms
all but one approach, namely the longest total duration on day 2. Using the performance measures precision
and recall, the results show that the precision of the activity recognition system is lower in all cases when
compared to the other approaches, but the recall of the activity recognition system is higher in all cases
when compared to the other approaches.

6.3. Feedback on Requirements and Claims

With no formal evaluation of the requirements a subjective evaluation in the form of an interview was
conducted with two end-users. During a phone conversation of ∼1.5 hours with the end-users several
questions related to the requirements were asked. Since no interface (see Figure 5.2b) was present during
the evaluation, they were explained of the capabilities of the activity recognition system via an example
relating to the scenario. In the following sections a summary of the answers to each of the questions is
presented (the full contents of the interview are listed in Appendix D End-Users Interview).

1. As a team leader, do you think the activity recognition system changes your awareness
of the team members? In general, as a team leader, they trust that the team members carry out their
assigned tasks. If team members are unable to carry out their tasks, or encounter any problems they will
report to the team leader. In this sense the activity recognition system has no added value. During the
mission it might even distract the team leader from what is going on.

2. Would you trust the activities recognized by the activity recognition system? In prin-
ciple they do, but it requires insight into how activities are inferred from actions. Also, the actions and
activities would need to relate to particular events (e.g., the detection of smoke, or finding a victim) to help
understand what is happening. Furthermore, it will take time to trust these kind of technologies, especially
for older fire fighters.

3. As any member of the team, how comfortable are you with your activities being moni-
tored? In general, many missions occur in a public place with other persons around who are aware of
what you are doing. However, these kind of technologies would monitor and log everything that happens.
This might make it easier for others to hold a rescue worker liable when a mistake is made.
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(a) Results day 1

(b) Results day 2

Figure 6.2.: Results for day 1 and day 2, containing the accuracy, balanced accuracy, precision, and recall
for each approach

4. As a robot operator or an in-field rescuer, how comfortable are you with your activity
being monitored by the team leader? In most cases other rescue workers are already closely
paying attention to what others are doing, so it would not change a lot.

5. Would you use the output of the activity recognition system in the current state? In
the current state the information would be useful for analysis after a mission. It could provide a useful tool
to support rescue workers becoming more proficient at their work.
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6.3.1. Summary
At the moment the end-users do not think that the activity recognition system has any added value during a
mission, since rescue workers trust in the abilities of each other. However, they do think the information is
useful for evaluation of the mission afterwards in becoming more proficient in their work.
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7. Discussion
In the following chapter a reflection is given on the results, the hybrid approach to activity recognition of
humans in a human-robot rescue team is discussed, and a conclusion with further warranted research is
provided.

7.1. Evaluation
The activity recognition system was evaluated during the T-JEx 2015 in Dortmund at an old blast furnace,
which provided a high-fidelity environment with actual fire fighters. Of the activity recognition system the
physical sensing component, and the activity recognition were evaluated, discussed below.

7.1.1. Sensing
Of the sensing layer only the results of the model of the physical sensing component are discussed, because
other components were not integrated within the TRADR system. The model had an overall accuracy
of 0.78, with an accuracy of 0.94 for the robot operator of UGV 1, and an accuracy of 0.64 for the team
leader (as shown in Section 6.1 Sensing). A substantial difference between the results of the robot operator
for UGV 1, and the team leader exists. An explanation for this fact lies in the lack of observed data for
the team leader. Since the observer was facing away towards the robot operators and away from the team
leader, many changes in physical actions of the team leader went unnoticed by the observer.

Similar research shows overall accuracies between 0.73 and 0.99 by Ravi et al. (2009), overall accuracies
between 0.78 and 0.90 by Kwapisz, Weiss, and Moore (2011), and overall accuracies between 0.86 and 0.88
by Wyss and Mäder (2010). While the results appear similar it is difficult to provide a good comparison,
because various factors influence the results, namely the number of classes, the type of models, the features,
the amount of training data, etc. Since I have no intention to provide an in-depth comparison between the
results of similar studies, it is better to determine whether the results are sufficient in the context of urban
search and rescue. At the moment the model is able to predict two physical actions, namely walking, and
still. For these physical actions the current activity recognition system is sufficient, since the reasoning
process only uses rules which depend on those physical actions. However, in the future the model will need
to predict additional physical actions to cope with the more varied behaviour (e.g., climbing, crouching,
etc.) of in-field rescuers.

Robustness, and reliability are important properties of technology in the context of urban search and
rescue. An overall accuracy of 0.78 means that in 1 out of 5 cases the model predicts a wrong physical
action, which prevents the reasoning process from inferring activities. Therefore, while the results are
comparable to the lower end of the spectrum of the results of similar research, the accuracy of the model is
not reliable enough, nor is the model able to provide necessary robustness. Thus, in the future the model
of the physical sensing component needs to be improved, not only in performance, but also in the number
of physical actions the model predicts.

7.1.2. Activity Recognition
In the following sections the results are discussed per related evaluation measures, namely accuracy and
balanced accuracy, and precision and recall. Also, a meta-analysis of the evaluations measures is provided.
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Accuracy and Balanced Accuracy as Evaluation Measures

Under the assumption that the activity recognition model is a multi-class classification model various
performance measures are computed for each activity as listed in Table 6.4). When considering the average
accuracy for day 1 (0.95) and day 2 (0.94) the results look promising. However, since only 4.14% for
day 1, and 5.91% for day 2 of the total time an activity is observed the results are biased towards the true
negatives (see Table 6.1). This means it is possible for a model to get a high accuracy score if no activities
are predicted at all. Therefore, the balanced accuracy provides a better performance measure, because
it avoids inflated accuracy scores on datasets by correcting for the imbalanced class. This means that a
balanced accuracy of 0.5 is considered chance level. As can be seen from the results the balanced accuracy
is 0.61 for day 1 and 0.66 for day 2.

In order to put the results into perspective a comparison is made with two approaches. The most
common activity approach always predicts the most common activity, in which ‘most common’ is defined
as the most occurring activity, and as the activity with the longest total duration. The results for both days
are presented in Table 6.5. When only considering the average balanced accuracy it is evident that the
activity recognition slightly outperforms the most common activity, except for the activity with the longest
duration for day 2. This can be explained by the fact that the activity looking around was observed 29.56%
of the time for day 2. This means that the most common activity approach is correct 4.93% of the total
time, while the activity recognition model is only correct 2.60% of the total time. However, this does not
explain why the activity recognition model predicted the activity looking around 0.00% of the time for day
2. The obvious explanation for this fact lies in the lies in the inability of the activity recognition system to
recognize the looking around behaviour from the observed actions. This means that the looking around
rules were not suitable for detecting the activity. An additional explanation is the fact that the activities
the observer was observing were open for interpretation. While a list of activities and descriptions was
provided, the descriptions were not as well-defined as the rules.

Another approach is selecting a random activities at each point in time. From the results presented
in Table 6.6 can be seen that the balanced accuracy is 0.50 for both days. This is to be expected due to
the imbalanced data set. In both cases the activity recognition model outperforms the random activities
approach by 0.61 to 0.50 for day 1, and 0.66 to 0.50 for day 2 respectively. This means the activity
recognition model has a higher performance than simply selecting a set of random activities at each point
in time.

Precision and Recall as Evaluation Measures

The activity recognition model can also be compared with the other approaches using the performance
measures precision, and recall. In Chapter 6 Results a formal definition is provided of precision, and recall,
but intuitively precision provides of a measure of how many of the predictions are correct, and recall
provides a measure of how many of the predictions are detected. In the case of the activity recognition
model the average precision is 0.37, and the average recall is 0.26 for day 1, and the average precision is
0.15, and the average recall is 0.34 for day 2 as seen in Table 6.4. For example, when considering day 1 a
positive prediction by the model is likely to be correct in 37% of the time, and the model will detect an
activity in 26% of the time. Since there is a trade-off between precision and recall, this raises the question
about what is more important: the activities the model recognizes are correct, or that the model detects
activities. In the context of urban search and rescue it less important the activity recognition model misses
activities, than if the activities predicted by the activity recognition system are incorrect. However, if
the activity recognition model is unable to detect activities other systems are unable to provide support.
Thus, while precision is favoured over recall, the recall score has to be sufficient in order for activities
to be recognized. While it is not possible to determine what ‘sufficient’ is, since that depends on how
the information about activities is used by other systems, the precision and recall scores are unacceptably
low. It seems unwise for any support system to base their decisions on the activities recognized by the
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activity recognition system, maybe with the exception for a few particular activities, such as informing,
and looking around.

I will now compare the results with the most common activity approach, and random activities approach.
The most common activity approach consists of the most occurring activity, and the activity with the
longest duration. For the most occurring activity the precision is 0.51, and the recall is 0.15 for day 1, and
the precision is 0.23, and the recall is 0.12 for day 2. For the activity with the longest duration the precision
is 0.55, and the recall is 0.19 for day 1, and the precision is 0.32, and the recall is 0.33 for day 2. In all
cases the activity recognition model has a lower precision, and a higher recall when compared to both types
of the most common activity approach. This means for both types of the common activity approach if a
prediction is made it is more likely to be correct than if the activity recognition model makes a prediction.
But, the activity recognition model detects more activities than both types of the most common activity
approach.

For the random activities approach the precision is 0.51, and the recall is 0.04 for day 1, and the precision
is 0.53, and the recall is 0.06 for day. This means for the random activities approach if a prediction is made
it is more likely to be correct than if the activity recognition model makes a prediction. But, the activity
recognition model detects more activities than the random activities approach.

Based on the discussion between precision, and recall in the context of urban search and rescue, and the
results, the most common activity approach, and the random activities approach outperform the activity
recognition model. This means the activity recognition model will need to increase the precision, while
still maintaining a sufficient recall score.

Meta-Analysis of Evaluation Measures

The results of the activity recognition model have been evaluated using the performance measures: bal-
anced accuracy, precision and recall. The basis for the evaluation was to assume the activity recognition
model to be a multi-class classification model. While this assumption allows the compare the activity
recognition model with other approaches, and is used in many papers regarding activity recognition, a
more sophisticated evaluation measure is preferred. Also, another reason for using the chosen evaluation
measures is the fact that, while a more sophisticated evaluation measure might provide a better representa-
tion of the performance of the activity recognition system, at the moment the activity recognition system
can still be improved in many ways without the need for a sophisticated evaluation measure. However,
there are some aspects which I consider important to be taken into account in the case a more sophisticated
evaluation measure is warranted.

Weighted Activities At the moment all activities are considered equal. However, in the context of
urban search and rescue communication is an important aspect during missions. The chain of command
relies on information, and without communication information is less easily exchanged. So, in the context
of urban search and rescue, activities related to communication (i.e., instructing, informing, and discussing)
should be weighted more than other activities. However, it also raises the question as to what the weights
for each activity would be, which would also be context dependent.

Incorrectly Recognized Activities As discussed in Section 7.1.2 Precision and Recall as Evaluation
Measures it generally more important that the recognized activities by the activity recognition model are
correct, over the detection of activities. So, while the model should try to reduce the chance of incorrectly
recognizing activities, certain errors should be penalized more than others. For example, if the robot
operator of an UGV is trying to avoid an obstacle, but the activity recognition system recognizes the
activity looking around, and therefore no support is provided in time and the robot crashes. In this case,
the activity recognition system incorrectly recognizes the activity avoiding obstacle for the activity looking
around, which should be penalized more than if the activity recognition system incorrectly recognizes
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informing for discussing. Thus, various incorrectly recognized activities should be penalized more than
others. However, determining which activities should be penalized, and by how much is context-dependent
and non-trivial, which makes this aspects difficult to realize.

7.1.3. Feedback on the Requirements and Claims

The results of the interview with two end-users are provided in Section 6.3 Feedback on Requirements
and Claims. The interview was intended to receive feedback on the requirements and claims as defined
in Section 3.3 Specification of Requirements and Claims. It is not scientifically responsible to verify the
requirements and claims based on the results of the interview, since the requirements and claims were not
formally evaluated. Therefore, the discussion is necessarily somewhat open and speculative.

CL1: By showing the activities of all team members to the team leader, the awareness of
the team leader will increase

Based on the answers to question 1, 2 and 5, the awareness of the team leader is unlikely to increase. The
team leader trusts the team members to carry out their assigned tasks, which means the team leader has
no incentive to use the output activity recognition system. However, the evaluations were performed in
a small-scale setting in which the team leader was managing only two robot operators. Also, since the
pace in these missions is relatively low this often lead to the micro-managing of the robot operators by
the team leader (based on personal observations). In the case a team leader has to keep track of multiple
team members who all require attention, the information provided by the activity recognition system might
provide additional awareness.

CL2: The efficiency of the cooperation of team members is increased, because the team
leader is more aware of the activities of the team members

Based on the answers to question 1, 2 and 5, the efficiency of the cooperation between team members
is unlikely to increase. The explanation is similar to reasons provided in CL1. While some cooperation
between the team members existed during the valuation, the limited number of team members makes it
difficult to extensively evaluate cooperation.

7.2. Hybrid Approach to Activity Recognition of Humans in a
Human-Robot Rescue Team

In Chapter 2 Background an overview is presented of various approaches to activity recognition based
on the work of L. Chen, Nugent, and Wang (2012). The primary distinction is made between data-driven
(e.g., generative, discriminative, etc.) and knowledge-driven models (e.g., mining, logic, etc.). An hybrid
approach combining data- and knowledge-driven models was applied to a human-robot rescue team. For the
data-driven aspect a discriminative approach was applied to transforming physical motion perceived using
accelerometer data into events. The knowledge-driven aspects entails an ontology-based for describing
events, actions, and activities related to humans in a human-robot rescue team. Based on L. Chen, Nugent,
and Wang (2012) ontology-based approaches have several advantages compared to other approaches,
namely less ‘cold start’ problems, easier re-usability, access to inference, and the ability of combining
multiple data sources explicitly. Also, ontology-based approaches ensure the domain is explicitly modelled,
which means all aspects related to activity recognition of humans in a human-robot rescue team has to
be specified. Modelling the domain is non-trivial and often requires expert knowledge to specify all the
relevant aspects. The disadvantages of ontology-based approaches, namely weak in handling uncertainty
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and time, are relieved by applying a logic-like formalism to handle temporal relations. However, the
logic-like formalism is limited in expressiveness, and verbose. An option to be explored is to employ
another logic-like formalism, such as Prolog, which provide a more expressive language.

7.2.1. Behaviours

The hybrid approach uses information perceived form three different behaviours, namely: physical motion,
communication, and interface actions. Physical motion is perceived using accelerometers worn by the
rescue workers of which physical actions are recognized using an data-driven model. Meta information
about communication is perceived of the usage of communicative devices of the rescue workers. Interface
actions are perceived based on the interactions between the humans and the technology assisted interfaces,
such as the Operator Control Unit, and Tactical Display System. The selected behaviours are the minimal
set of behaviours necessarily present in humans of a human-robot rescue team. Most of the activities
humans of a human-robot rescue team perform involve a combination of the behaviours.

Other types of behaviour are able to provide additional information, for example: object-usage (e.g.,
usage of fire extinguishers, or cutting tools), or gaze behaviour. However, object-usage behaviour provide
primarily information about in-field rescuers, which were not part of the focus in this research. Also, while
gaze behaviour potentially provides information about what a human has or has not ‘seen’, it is still a topic
of ongoing research by other partners and therefore outside the scope of this project. Besides other types
of behaviours, additional information can also be provided via sensor information. For example, spatial
information provides knowledge about the location of the rescue workers, robots, and other assets, and
physiological information provides knowledge about the physical and mental well-being of the rescue
workers.

An important question aspect of the behaviours has not been mentioned yet. While the selected
behaviours are the minimal set of behaviours present in humans of a human-robot rescue team, the question
remains whether the selected behaviours are sufficient for recognizing the desired activities. This could
namely be part of the explanation as to why the results of the activity recognition system are unacceptably
low. Only meta information of the communication behaviour is perceived, which might contain insufficient
information to recognize the activity informing, instructing, and discussing with. A possible solution
is to perform natural language processing to extract the necessary information. However, this might be
problematic in the context of urban search and rescue due to the noisy environment. Also, the activities
avoiding obstacle, looking around, searching are unlikely to be recognized using only interface actions.
This becomes apparent when looking at the results of these activities; in particular the activity looking
around. Gaze behaviour might not only provide sufficient behaviour to recognize the activity looking
around, it might also provide useful information about what the robot operator is looking at. This makes it
easier to provide more accurate support to the robot operator.

To summarize, at the moment three behaviours, physical motion, communication, and interface actions,
are perceived. The inclusion of other types of behaviours, such as gaze or object-usage behaviour, and
information, such as spatial information, might not only be useful to refine the current activities, it also
allows to define new activities.

7.2.2. Rules

The knowledge-driven aspect of the hybrid approach allows to represent entities, and relations related to
human activities in a human-robot rescue team. Rules are defined according to a logic-like formalism with
which a reasoner is able to infer activities based on the specification of the rules. The knowledge-driven
aspect is limited in expressiveness, which is due to an inherent balance between computational complexity
and language expressiveness (for an overview of SPARQL complexity see Pérez, Arenas, and Gutierrez
(2009)). Also, combined with the fact the logic-like formalism is verbose, it is complex process defining
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rules. One way to relieve the complexity of defining rules, is by defining additional entities and relations
in the ontology. At the moment temporal relations only apply to temporal entities, but it is possible to
define generic relationships between actions. For example, with the property adjacentTo it is possible
to define whether two actions are temporally adjacent for a given temporal period. Also, the logic-like
formalism does not allow to model uncertainty. By being able to model uncertainty it is possible to
more accurately specify the activities. One advantage of using a logic-like formalism that has not been
mentioned yet is the ability to make the reasoning process explicitly. This means it is possible to show
which actions have led to recognizing an activity. This is a useful way for proving insight in the system,
for example, during the evaluation of a mission. Also, by employing a logic-like formalism it is possible to
easily adapt, and parametrize the rules. This makes it possible to, for example, have personalized rules for
each rescue worker, or to have specific rules for different types of missions.

At the moment the rules are defined manually using domain and expert knowledge. However, cer-
tain algorithms might be able to learn the rules from the observed data (as briefly mentioned in Sec-
tion 2.2.2 Mining-Based). In most cases this does mean that enough data has to be gathered in order for
those algorithms to learn the rules. This is problematic in the context of urban search and rescue it is
difficult to gather large amounts of data. However, it may be interesting to combine learning from rules
with domain and expert knowledge. For example, the rules are initially learned from data, and later refined
using domain and expert knowledge.

To summarize, at the moment activities are being recognized based on manually defined rules, which is
a complex process due to the verbosity and the limited expressiveness of the language of the logic-like
formalism. The verbosity can be relaxed by defining additional entities and relations in the ontology,
but another logic-like formalism might be the only way to increase the expressiveness of the language.
Possible improvements include the addition of uncertainty, or learning the rules automatically from data.

7.3. Conclusion
A hybrid approach to activity recognition of humans in a human-robot team in the context of urban
search and rescue is provided in this thesis. The hybrid approach employs data-driven and knowledge-
driven aspects in order to recognize activities from three human behaviours, namely physical motion,
communication, and interface actions, and role-based information. Both the behaviours and the rules have
various aspects that can be improved upon. The research question whether activities can be recognized
in real time for a human-robot rescue team, and if both individual and team activities can be recognized,
is not trivially answered. Compared to other approaches, such as most common activity, and random
activities, the activity recognition system outperforms all or none, depending on the evaluation measure.
Also, while performing activity recognition just for the sake of recognizing activities is scientifically
relevant, without knowing what the activities are going to be used for it is difficult to determine which
evaluation measures are important. Activity recognition as a research area is mature enough to place a
larger focus on the development of useful applications using recognized activities. Also, knowing what the
recognized activities are going to be used for, makes it easier to define what sources of information are
relevant. However, in any case, at the moment the performance of the activity recognition system is not
sufficient for the standards in the context of urban search and rescue.

7.4. Future Research
The idea behind the activity recognition system was to design and develop a generic framework in which
various sources of information are combined in order to recognize activities. Both data-driven and
knowledge-driven approaches are applied in order to get the most out of the activity recognition system.
With the recognized activities other automated and intelligent systems are able to provide support to
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humans in a human-robot rescue team. In the previous sections a complete overview of most aspects
related to the activity recognition system are discussed, however, a clear direction beyond this research is
still lacking. Therefore, for the interested reader, several possible future research directions are provided if
one is continuing research in this field.

The main purpose behind recognizing activities is to lessen the need for some assumptions of automated
support systems. What has been lacking in this research is the definition of relevant information those
support systems actually need. While all activities recognized by the activity recognition system are
relevant in the context of urban search and rescue, some activities might not provide any additional
information for a specific type of support. For example, if an automated support system aims to reduce
the physical fatigue of rescue workers, physical activities are relevant than, for example, activities related
to robot operation. This means a more explicit focus on actually supporting rescue workers would have
provided a better sense of direction in terms of relevant activities, but also in knowing what types of
information are useful. The activity recognition system in the current form uses three types of behaviour,
and role-based information in order to infer activities. Even though the reasons for using these types of
information are well motivated, a particular type of information, namely spatial information, was not used.
While technical limitations made it difficult to receive reliable spatial information, in my opinion, spatial
information is able to provide important information about the whereabouts of the agents (both humans,
and robots), and the location of objects, and areas. Much of this information is directly applicable to
human-robot teams in order to support the rescue work. Also, instead of trying to indirectly support rescue
workers using recognized activities, the framework is flexible enough to define rules to directly provide
support to rescue workers. This makes it possible to directly go to supporting rescue workers instead of
using recognized activities as a intermediate step. Though, in a sense activities are still recognized, but the
focus is placed on supporting rescue workers, and not on recognizing activities.
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A. Activity Recognition Rules

In the following chapter all rules used by the reasoning process are listed per activity.

A.1. Instructing

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : I n s t r u c t i n g ;
4 : performedBy ? human2 ;
5 : pe r fo rmedWi th ? human1 ;
6 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
7 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
8 }
9 WHERE

10 {
11 # Reques t .
12 ? a c t i o n 1 a : T a l k i n g ;
13 : performedBy ? human1 ;
14 : per fo rmedWi th ? human2 ;
15 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
16 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
17
18 # Response .
19 ? a c t i o n 2 a : T a l k i n g ;
20 : performedBy ? human2 ;
21 : per fo rmedWi th ? human1 ;
22 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
23 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
24 ? human2 : hasRo le : TeamLeader .
25
26 # Check i f t h e r e q u e s t i s f i n i s h e d b e f o r e t h e s t a r t o f t h e r e s p o n s e .
27 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
28
29 # Check i f t h e r e i s a s h o r t pause ( o f maximum 5 s e c o n d s ) i n between t h e r e q u e s t and t h e r e s p o n s e .
30 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
31
32 # Check i f t h e r e s p o n s e i s l o n g e r t h a n t h e r e q u e s t .
33 BIND( t e m p o r a l : d u r a t i o n ( ? s t a r t T i m e 1 , ? f i n i s h T i m e 1 , t e m p o r a l : Seconds ) AS ? d u r a t i o n 1 ) .
34 BIND( t e m p o r a l : d u r a t i o n ( ? s t a r t T i m e 2 , ? f i n i s h T i m e 2 , t e m p o r a l : Seconds ) AS ? d u r a t i o n 2 ) .
35
36 FILTER ( ? d u r a t i o n 2 > ? d u r a t i o n 1 ) .
37
38 BIND( IRI (CONCAT(STR ( : I n s t r u c t i o n i n g ) , ”+” , STR ( ? a c t i o n 1 ) ) ) AS ? a c t i v i t y ) .
39 }

Listing A.1: Rule for the activity instructing (1).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : I n s t r u c t i n g ;
4 : performedBy ? human1 ;
5 : pe r fo rmedWi th ? human2 ;
6 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e ;
7 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e .
8 }
9 WHERE

10 {
11 # Reques t .
12 ? a c t i o n a : T a l k i n g ;
13 : performedBy ? human1 ;
14 : per fo rmedWi th ? human2 ;
15 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e ;
16 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e .
17 ? human1 : hasRo le : TeamLeader .
18
19 BIND( IRI (CONCAT(STR ( : I n s t r u c t i o n i n g ) , ”+” , STR ( ? a c t i o n ) ) ) AS ? a c t i v i t y ) .
20 }

Listing A.2: Rule for the activity instructing (2).
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A.2. Informing

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : I n f o r m i n g ;
4 : performedBy ? human1 ;
5 : pe r fo rmedWi th ? human2 ;
6 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
7 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
8 }
9 WHERE

10 {
11 # Rep or t .
12 ? a c t i o n 1 a : T a l k i n g ;
13 : performedBy ? human1 ;
14 : per fo rmedWi th ? human2 ;
15 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
16 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
17
18 # Response .
19 ? a c t i o n 2 a : T a l k i n g ;
20 : performedBy ? human2 ;
21 : per fo rmedWi th ? human1 ;
22 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
23 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
24 ? human2 : hasRo le : TeamLeader .
25
26 # Check i f t h e r e p o r t i s f i n i s h e d b e f o r e t h e s t a r t o f t h e r e s p o n s e .
27 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
28
29 # Check i f t h e r e i s a s h o r t pause ( o f maximum 5 s e c o n d s ) i n between t h e r e p o r t and t h e r e s p o n s e .
30 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
31
32 # Check i f t h e r e p o r t i s l o n g e r t h a n t h e r e q u e s t .
33 BIND( t e m p o r a l : d u r a t i o n ( ? s t a r t T i m e 1 , ? f i n i s h T i m e 1 , t e m p o r a l : Seconds ) AS ? d u r a t i o n 1 ) .
34 BIND( t e m p o r a l : d u r a t i o n ( ? s t a r t T i m e 2 , ? f i n i s h T i m e 2 , t e m p o r a l : Seconds ) AS ? d u r a t i o n 2 ) .
35
36 FILTER ( ? d u r a t i o n 1 > ? d u r a t i o n 2 ) .
37
38 BIND( IRI (CONCAT(STR ( : I n f o r m i n g ) , ”+” , STR ( ? a c t i o n 1 ) ) ) AS ? a c t i v i t y ) .
39 }

Listing A.3: Rule for the activity informing (1).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : I n f o r m i n g ;
4 : performedBy ? human1 ;
5 : pe r fo rmedWi th ? human2 ;
6 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e ;
7 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e .
8 }
9 WHERE

10 {
11 # Rep or t .
12 ? a c t i o n a : T a l k i n g ;
13 : performedBy ? human1 ;
14 : per fo rmedWi th ? human2 ;
15 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e ;
16 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e .
17 ? human2 : hasRo le : TeamLeader .
18
19 BIND( IRI (CONCAT(STR ( : I n f o r m i n g ) , ”+” , STR ( ? a c t i o n ) ) ) AS ? a c t i v i t y ) .
20 }

Listing A.4: Rule for the activity informing (2).

A.3. Discussing

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : D i s c u s s i n g ;
4 : performedBy ? human2 ;
5 : pe r fo rmedWi th ? human1 ;
6 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
7 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 5 .
8 }
9 WHERE

10 {
11 # P a r t 1 .
12 ? a c t i o n 1 a : T a l k i n g ;
13 : performedBy ? human1 ;
14 : pe r fo rmedWi th ? human2 ;
15 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
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16 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
17
18 # P a r t 2 .
19 ? a c t i o n 2 a : T a l k i n g ;
20 : performedBy ? human2 ;
21 : pe r fo rmedWi th ? human1 ;
22 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
23 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
24
25 # P a r t 3 .
26 ? a c t i o n 3 a : T a l k i n g ;
27 : performedBy ? human1 ;
28 : pe r fo rmedWi th ? human2 ;
29 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 3 ;
30 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
31
32 # P a r t 4 .
33 ? a c t i o n 4 a : T a l k i n g ;
34 : performedBy ? human2 ;
35 : pe r fo rmedWi th ? human1 ;
36 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 4 ;
37 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 4 .
38
39 # P a r t 5 .
40 ? a c t i o n 5 a : T a l k i n g ;
41 : performedBy ? human1 ;
42 : pe r fo rmedWi th ? human2 ;
43 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 5 ;
44 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 5 .
45
46 # P a r t 1 < P a r t 2 < P a r t 3 < P a r t 4 < P a r t 5 .
47 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
48 FILTER ( ? f i n i s h T i m e 2 < ? s t a r t T i m e 3 ) .
49 FILTER ( ? f i n i s h T i m e 3 < ? s t a r t T i m e 4 ) .
50 FILTER ( ? f i n i s h T i m e 4 < ? s t a r t T i m e 5 ) .
51
52 # Check i f t h e r e i s a s h o r t pause between P a r t 1 − P a r t 2 , Pa r 2 − P a r t 3 , P a r t 3 − P a r t 4 , and P a r t 4 − P a r t 5 .
53 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
54 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 2 , ? s t a r t T i m e 3 , t e m p o r a l : Seconds ) ) .
55 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 3 , ? s t a r t T i m e 4 , t e m p o r a l : Seconds ) ) .
56 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 4 , ? s t a r t T i m e 5 , t e m p o r a l : Seconds ) ) .
57
58 BIND( IRI (CONCAT(STR ( : D i s c u s s i n g ) , ”+” , STR ( ? a c t i o n 1 ) , ”+” , STR ( ? a c t i o n 2 ) , ”+” , STR ( ? a c t i o n 3 ) , ”+” , STR ( ? a c t i o n 4 ) ) ) AS ? a c t i v i t y ) .
59 }

Listing A.5: Rule for the activity discussing (1).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : D i s c u s s i n g ;
4 : performedBy ? human2 ;
5 : pe r fo rmedWi th ? human1 ;
6 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
7 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 4 .
8 }
9 WHERE

10 {
11 # P a r t 1 .
12 ? a c t i o n 1 a : T a l k i n g ;
13 : performedBy ? human1 ;
14 : pe r fo rmedWi th ? human2 ;
15 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
16 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
17
18 # P a r t 2 .
19 ? a c t i o n 2 a : T a l k i n g ;
20 : performedBy ? human2 ;
21 : pe r fo rmedWi th ? human1 ;
22 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
23 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
24
25 # P a r t 3 .
26 ? a c t i o n 3 a : T a l k i n g ;
27 : performedBy ? human1 ;
28 : pe r fo rmedWi th ? human2 ;
29 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 3 ;
30 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
31
32 # P a r t 4 .
33 ? a c t i o n 4 a : T a l k i n g ;
34 : performedBy ? human2 ;
35 : pe r fo rmedWi th ? human1 ;
36 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 4 ;
37 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 4 .
38
39 # P a r t 1 < P a r t 2 < P a r t 3 < P a r t 4 .
40 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
41 FILTER ( ? f i n i s h T i m e 2 < ? s t a r t T i m e 3 ) .
42 FILTER ( ? f i n i s h T i m e 3 < ? s t a r t T i m e 4 ) .
43
44 # Check i f t h e r e i s a s h o r t pause between P a r t 1 − P a r t 2 , Pa r 2 − P a r t 3 , and P a r t 3 − P a r t 4 .
45 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
46 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 2 , ? s t a r t T i m e 3 , t e m p o r a l : Seconds ) ) .
47 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 3 , ? s t a r t T i m e 4 , t e m p o r a l : Seconds ) ) .
48
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49 BIND( IRI (CONCAT(STR ( : D i s c u s s i n g ) , ”+” , STR ( ? a c t i o n 1 ) , ”+” , STR ( ? a c t i o n 2 ) , ”+” , STR ( ? a c t i o n 3 ) , ”+” , STR ( ? a c t i o n 4 ) ) ) AS ? a c t i v i t y ) .
50 }

Listing A.6: Rule for the activity discussing (2).

A.4. Avoiding Obstacle

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : A v o i d i n g O b s t a c l e ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
7 }
8 WHERE
9 {

10 # M o v i n g F l i p p e r s .
11 ? a c t i o n 1 a : M o v i n g F l i p p e r s ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # D r i v i n g .
17 ? a c t i o n 2 a : D r i v i n g ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 # M o v i n g F l i p p e r s .
23 ? a c t i o n 3 a : M o v i n g F l i p p e r s ;
24 : performedBy ?human ;
25 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 3 ;
26 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
27
28 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
29 FILTER ( ? f i n i s h T i m e 2 < ? s t a r t T i m e 3 ) .
30
31 # Check i f t h e r e i s a s h o r t pause between M o v i n g F l i p p e r s − D r i v i n g − M o v i n g F l i p p e r s .
32 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 1 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
33 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 1 0 , ? f i n i s h T i m e 2 , ? s t a r t T i m e 3 , t e m p o r a l : Seconds ) ) .
34
35 BIND( IRI (CONCAT(STR ( : A v o i d i n g O b s t a c l e ) , ”+” , STR ( ? a c t i o n 1 ) , ”+” , STR ( ? a c t i o n 2 ) ) ) AS ? a c t i v i t y ) .
36 }

Listing A.7: Rule for the activity avoiding obstacle (1).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : A v o i d i n g O b s t a c l e ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
7 }
8 WHERE
9 {

10 # M o v i n g F l i p p e r s .
11 ? a c t i o n 1 a : M o v i n g F l i p p e r s ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # D r i v i n g .
17 ? a c t i o n 2 a : D r i v i n g ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 # Check i f M o v i n g F l i p p e r s o c c u r s d u r i n g D r i v i n g .
23 FILTER ( t e m p o r a l : d u r i n g ( ? s t a r t T i m e 1 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , ? f i n i s h T i m e 2 , t e m p o r a l : Seconds ) ) .
24
25 BIND( IRI (CONCAT(STR ( : A v o i d i n g O b s t a c l e ) , ”+” , STR ( ? a c t i o n 1 ) , ”+” , STR ( ? a c t i o n 2 ) ) ) AS ? a c t i v i t y ) .
26 }

Listing A.8: Rule for the activity avoiding-obstacle (2).

A.5. Looking Around
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1 CONSTRUCT
2 {
3 ? a c t i v i t y a : LookingAround ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
7 }
8 WHERE
9 {

10 # D r i v i n g .
11 ? a c t i o n 1 a : D r i v i n g ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # Turn ing .
17 ? a c t i o n 2 a : Turn ing ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 # D r i v i n g .
23 ? a c t i o n 3 a : D r i v i n g ;
24 : performedBy ?human ;
25 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 3 ;
26 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
27
28 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
29 FILTER ( ? f i n i s h T i m e 2 < ? s t a r t T i m e 3 ) .
30
31 # Check i f t h e r e i s a long pause ( be tween 15 − 30 s e c o n d s ) be tween D r i v i n g − Turn ing − D r i v i n g .
32 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 1 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
33 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 3 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
34
35 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 1 5 , ? f i n i s h T i m e 2 , ? s t a r t T i m e 3 , t e m p o r a l : Seconds ) ) .
36 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 3 0 , ? f i n i s h T i m e 2 , ? s t a r t T i m e 3 , t e m p o r a l : Seconds ) ) .
37
38 # Check i f t h e d u r a t i o n o f Turn ing i s long ( more t h a n 6 s e c o n d s ) .
39 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 6 . 0 , ? s t a r t T i m e 2 , ? f i n i s h T i m e 2 , t e m p o r a l : Seconds ) ) .
40
41 BIND( IRI (CONCAT(STR ( : LookingAround ) , ”+” , STR ( ? a c t i o n 2 ) ) ) AS ? a c t i v i t y ) .
42 }

Listing A.9: Rule for the activity looking-around (1).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : LookingAround ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
7 }
8 WHERE
9 {

10 # D r i v i n g .
11 ? a c t i o n 1 a : D r i v i n g ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # Turn ing .
17 ? a c t i o n 2 a : Turn ing ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
23
24 # Check i f t h e r e i s a long pause ( be tween 15 − 30 s e c o n d s ) be tween D r i v i n g − Turn ing .
25 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 1 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
26 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 3 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
27
28 # Check i f t h e d u r a t i o n o f Turn ing i s long ( more t h a n 6 s e c o n d s ) .
29 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 6 . 0 , ? s t a r t T i m e 2 , ? f i n i s h T i m e 2 , t e m p o r a l : Seconds ) ) .
30
31 BIND( IRI (CONCAT(STR ( : LookingAround ) , ”+” , STR ( ? a c t i o n 2 ) ) ) AS ? a c t i v i t y ) .
32 }

Listing A.10: Rule for the activity looking-around (2).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : LookingAround ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
7 }
8 WHERE
9 {

10 # Turn ing .
11 ? a c t i o n 1 a : Turn ing ;
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12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # D r i v i n g .
17 ? a c t i o n 2 a : D r i v i n g ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
23
24 # Check i f t h e r e i s a long pause ( be tween 15 − 30 s e c o n d s ) be tween Turn ing − D r i v i n g .
25 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 1 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
26 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 3 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
27
28 # Check i f t h e d u r a t i o n o f Turn ing i s long ( more t h a n 6 s e c o n d s ) .
29 FILTER ( t e m p o r a l : d u r a t i o n L e s s T h a n ( 6 . 0 , ? s t a r t T i m e 1 , ? f i n i s h T i m e 1 , t e m p o r a l : Seconds ) ) .
30
31 BIND( IRI (CONCAT(STR ( : LookingAround ) , ”+” , STR ( ? a c t i o n 1 ) ) ) AS ? a c t i v i t y ) .
32 }

Listing A.11: Rule for the activity looking-around (3).

A.6. Searching

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : S e a r c h i n g ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
7 }
8 WHERE
9 {

10 # MovingCamera .
11 ? a c t i o n 1 a : MovingCamera ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # ZoomingCamera .
17 ? a c t i o n 2 a : ZoomingCamera ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 # MovingCamera .
23 ? a c t i o n 3 a : MovingCamera ;
24 : performedBy ?human ;
25 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 3 ;
26 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 3 .
27
28 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
29 FILTER ( ? f i n i s h T i m e 2 < ? s t a r t T i m e 3 ) .
30
31 # Check i f t h e r e i s a s h o r t pause between MovingCamera − ZoomingCamera − MovingCamera .
32 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 1 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
33 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 1 0 , ? f i n i s h T i m e 2 , ? s t a r t T i m e 3 , t e m p o r a l : Seconds ) ) .
34
35 BIND( IRI (CONCAT(STR ( : S e a r c h i n g ) , ”+” , STR ( ? a c t i o n 1 ) , ”+” , STR ( ? a c t i o n 2 ) ) ) AS ? a c t i v i t y ) .
36 }

Listing A.12: Rule for the activity searching (1).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : S e a r c h i n g ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
7 }
8 WHERE
9 {

10 # MovingCamera .
11 ? a c t i o n 1 a : MovingCamera ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # ZoomingCamera .
17 ? a c t i o n 2 a : ZoomingCamera ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
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22 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
23
24 # Check i f t h e r e i s a s h o r t pause between MovingCamera − ZoomingCamera .
25 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 1 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
26
27 BIND( IRI (CONCAT(STR ( : S e a r c h i n g ) , ”+” , STR ( ? a c t i o n 1 ) , ”+” , STR ( ? a c t i o n 2 ) ) ) AS ? a c t i v i t y ) .
28 }

Listing A.13: Rule for the activity searching (2).

1 CONSTRUCT
2 {
3 ? a c t i v i t y a : S e a r c h i n g ;
4 : performedBy ?human ;
5 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
6 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
7 }
8 WHERE
9 {

10 # ZoomingCamera .
11 ? a c t i o n 1 a : ZoomingCamera ;
12 : performedBy ?human ;
13 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 1 ;
14 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 1 .
15
16 # MovingCamera .
17 ? a c t i o n 2 a : MovingCamera ;
18 : performedBy ?human ;
19 t e m p o r a l : h a s S t a r t T i m e ? s t a r t T i m e 2 ;
20 t e m p o r a l : h a s F i n i s h T i m e ? f i n i s h T i m e 2 .
21
22 FILTER ( ? f i n i s h T i m e 1 < ? s t a r t T i m e 2 ) .
23
24 # Check i f t h e r e i s a s h o r t pause between ZoomingCamera − MovingCamera .
25 FILTER ( t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 1 0 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) ) .
26
27 BIND( IRI (CONCAT(STR ( : S e a r c h i n g ) , ”+” , STR ( ? a c t i o n 2 ) , ”+” , STR ( ? a c t i o n 1 ) ) ) AS ? a c t i v i t y ) .
28 }

Listing A.14: Rule for the activity searching (3).
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B. Semantic Web Rule Language (SWRL)

The initial approach for inferring activities from actions was based on the Semantic Web Rule Language
(SWRL) (Horrocks et al. 2004). SWRL is based on a combination of OWL DL, OWL Lite, and a subset
of the Rule Markup Language. With SWRL it is possible to define rules in the form of an implication,
consisting on an antecedent (head), and a consequent (body). All conditions in either the antecedent or the
consequent are in conjunctive form. Whenever all conditions in the antecedent hold, the conditions in the
consequent hold as well. Listing B.1 shows an example of the syntax of a rule in SWRL.

The reason why the implementation changed from SWRL to SPARQL is due to a technical issue.
Stardog does not allow the creation of new individuals with multiple properties. Since each activity has
at least a type, a performer, a start time, and a finish time, it was not possible to use SWRL to define the
mappings from actions to activities.

1 T a l k i n g ( ? a c t i v i t y 1 ) /\
2 performedBy ( ? a c t i v i t y 1 , ? human1 ) /\
3 per fo rmedWi th ( ? a c t i v i t y 1 , ? human2 ) /\
4 t e m p o r a l : h a s S t a r t T i m e ( ? a c t i v i t y 1 , ? s t a r t T i m e 1 ) /\
5 t e m p o r a l : h a s F i n i s h T i m e ( ? a c t i v i t y 1 , ? f i n i s h T i m e 1 ) /\
6 T a l k i n g ( ? a c t i v i t y 2 ) /\
7 performedBy ( ? a c t i v i t y 2 , ? human2 ) /\
8 per fo rmedWi th ( ? a c t i v i t y 2 , ? human1 ) /\
9 t e m p o r a l : h a s S t a r t T i m e ( ? a c t i v i t y 2 , ? s t a r t T i m e 1 ) /\

10 t e m p o r a l : h a s F i n i s h T i m e ( ? a c t i v i t y 2 , ? f i n i s h T i m e 1 ) /\
11 t e m p o r a l : b e f o r e ( ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 ) /\
12 t e m p o r a l : d u r a t i o n G r e a t e r T h a n ( 5 , ? f i n i s h T i m e 1 , ? s t a r t T i m e 2 , t e m p o r a l : Seconds ) /\
13 t e m p o r a l : d u r a t i o n ( ? d u r a t i o n 1 , ? s t a r t T i m e 1 , ? f i n i s h T i m e 1 , t e m p o r a l : Seconds ) /\
14 t e m p o r a l : d u r a t i o n ( ? d u r a t i o n 2 , ? s t a r t T i m e 2 , ? f i n i s h T i m e 2 , t e m p o r a l : Seconds ) /\
15 s w r l b : g r e a t e r T h a n ( ? d u r a t i o n 1 , ? d u r a t i o n 2 )
16 −>
17 I n f o r m i n g ( ? a c t i v i t y 1 ) /\
18 performedBy ( ? a c t i v i t y 1 , ? human1 ) /\
19 per fo rmedWi th ( ? a c t i v i t y 1 , ? human2 ) /\
20 t e m p o r a l : h a s S t a r t T i m e ( ? a c t i v i t y 1 , ? s t a r t T i m e 1 ) /\
21 t e m p o r a l : h a s F i n i s h T i m e ( ? a c t i v i t y 2 , ? f i n i s h T i m e 2 )

Listing B.1: The rule is a realization of the activity informing in the SWRL language. The syntax is correct
except at line 17 when a new individual has to be created.
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C. Evaluation Scenario

The following chapter provides an overview of the complete scenario used during the evaluation during
T-JEx. The scenario consisted of two sorties with a short break in between during which a briefing was
held. Figure C.1 provides a schematic overview of the location. The actual furnaces are displayed by two
inaccessible circles, surrounded by a dark blue square.

Figure C.1.: Schematic map of the scenario

C.1. Sortie 1

The objective of the first sortie is to use the UAV to search one furnace (on the right) for victims, and to
use the UGV’s to thoroughly search the other furnace (on the left) for victims, and potential hazards.

UGV1

1. UGV1 drives up the ramp
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2. UGV1 takes a left and traverse the stairs

3. UGV1 drives on (visibility is limited due to smoke)

4. UGV1 detects chemical barrels. Puts information into the TRADR system. UGV2 is notified to take
a sample.

5. UGV1 searches for victims via camera and heat camera and takes an audio sample

6. UGV1 finds victim and communicates via audio

7. UGV1 searches further, goes right into the direction of the fire

8. Go-home call is received, UGV1 drives to the starting location (autonomously if possible)

UGV2

1. UGV2 drives up ramp

2. UGV2 detects chemicals and takes a sample (pick up bottle)

3. UGV2 continues to drive to the bridge and requests hand-off of sample with in-field rescuer

4. UGV2 gets notification that help is needed to take a camera picture of chemical barrels

5. UGV2 drives past the fire to chemical barrels, takes picture, and goes to the starting location
(autonomously if possible)

UAV

1. UAV provides an overview of the situation

2. UAV finds victim using pictures of camera

In-field rescuer

1. In-field rescuer walks up the stairs

2. In-field rescuer receives UGV2 request for the hand-off of the sample

3. In-field rescuer walks to the hand-off location and takes the sample

C.2. Sortie 2

Between the first and second sortie victims have been rescued, and the fire is extinguished. Some parts
of the building have collapsed obstructing parts of the scenario (i.e., obstacles such as pallets and iron
bars). This relates to the tasks of the sortie, namely building assessment. However, from an evaluation
point-of-view the motivation behind a first and a second sortie is to gain insights into what and how
information is communicated between sorties. Also, at some point during the second sortie the network
will be intentionally disrupted to investigate the robustness of the TRADR system. For example, to
investigate what happens with the robots, and what kind of issues to the team members experience.
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UGV1

1. UGV1 drives autonomously towards furnace

2. UGV1 finds objects on the path

3. UGV1 either autonomously drives around or over the objects, or the robot operator takes over control

UGV2

1. UGV2 drives autonomously towards furnace

2. UGV2 finds objects on the path

3. UGV2 either autonomously drives around or over the objects, or the robot operator takes over control

UAV

1. UAV is tasked to look at some parts of the building from the outside

In-field rescuer

1. In-field rescuer receives request from UGV2 to remove some obstacles

2. In-field rescuer removes obstacles
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D. End-Users Interview

A week after T-JEx an interview with two end-users, myself, and Nanja was held via a phone group
conversation. The end-users are Robert and Norbert, both professional fire fighters of the Dortmund fire
brigade. Below are the contents of the interview.

1. As a team leader, do you think the activity recognition system changes your awareness
of the team members?

Robert
A benefit would be that I would know what my team members are doing. I know that they are
sitting there, and I simply trust what they are doing. I might forget what they are doing, and the
yellow-schedule 1 might be interesting, but the actions provide too much detail. It is important to
know whether they are working on the task or not.

Norbert
I agree in a similar fashion, but the information might be more useful for the robot operators. For
example, having information in relation to spatial information. The team leader only wants to have
facts, and only relevant information for the task of the team leader.

Robert
Also, if there are multiple robots (e.g., 4 or more) it might be more useful than it is now. Since, the
team leader is able to overview all team members (and is actually rather bored).

Norbert
The activity recognition system could be a good tool for analysing the mission afterwards. Maybe
the information can be used to becoming better robot operators.

2. Would you trust the activities recognized by the activity recognition system?

Norbert
In principle yes. The information can be useful for path recognition, for example to compute whether
there is sufficient power to return the robot home.

Robert
It depends on how it is done. Is it possible there are high-level activities without low-level activities?

Bas No, since the high-level activities are inferred from the low-level activities.

Robert
Ok, but it is important to understand how they related to each other.

1The activities in the viewer.
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3. As any member of the team, how comfortable are you with your activities being moni-
tored?

Robert
During T-Jex I was perfectly comfortable, and quite relaxed. Any fire fighter should have the
motivation to improve their actions afterwards, but I think that most fire fighters would have
problems being monitored all the time.

Norbert
Everyone is different, it depends on the situation.

Bas What about monitoring heart rate? Would you have any privacy concerns?

Robert
Could be problematic for some people. It is not clear how or why the system makes the predictions.
Is it because of the behaviour of the fire fighter or more related to the sortie?

Norbert
I don’t know, I don’t believe that it is possible to make use of such information in a useful way.

Nanja
What about having the robots knowing what the humans are doing?

Robert
If the robot encounters a problem it cannot resolve on it’s own, should it report immediately or wait?
It depends on whether the problem is important enough or whether the robot operator is busy. Let’s
say you have 20 icons popping up, then you might click them all away.

Robert
You can reduce the amount of information using a good information flow.

4. As a robot operator or an in-field rescuer, how comfortable are you with your activity
being monitored by the team leader?

Robert
Usually the in-field rescuers are closely being watched by the team leader. Having your actions on a
monitor is actually further away than when the team leader is physically present on the site.

Norbert
The team leader trusts the team members, and does not wants to observe them. If a team member
has a problem then they will ask the team leader again. The team leader does not have the time to
monitor them all the time.

Robert
It is related to the personality of a team leader. Some team leaders prefer to the monitor other team
members more closely then others, but when the team leader is busy he trusts the team members
anyway.

5. Would you use the output of the activity recognition system in the current state?

Robert
The activity recognition system is useful for evaluation afterwards. It is probably difficult to use
during a mission, but it could be given a try.
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Norbert
It is useful for analysing the mission. The additional information is not needed in general.
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